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Abstract 

This study aims to address the performance evaluation challenges of computer hardware and software resource sharing in 

cloud computing environments. To achieve this, we propose an enhanced performance evaluation method by integrating 

the Poor-Rich Optimization (PRO) algorithm with the Bidirectional Gated Recurrent Unit (BiGRU) network. We first 

construct a comprehensive multi-dimensional performance evaluation index system that encompasses resource utilization, 

response time, throughput, and scalability. Subsequently, the PRO algorithm is employed to optimize the hyper-parameter 

design of the BiGRU network, thereby enhancing the model's learning ability and evaluation accuracy. Performance data 

is collected using system monitoring tools, and experiments are conducted to validate the model's effectiveness. The results 

demonstrate that the PRO-BiGRU model achieves an average evaluation accuracy of over 97% across four independent 

experiments, significantly outperforming traditional algorithms such as CNN, RNN, LSTM, and GRU. The proposed 

model not only improves the accuracy of performance evaluation but also provides a reliable basis for resource 

optimization and decision-making in cloud service platforms. The novelty of this research lies in the combination of the 

PRO algorithm with the BiGRU network, which effectively captures complex data features and enhances the model's 

reliability and robustness in performance assessment tasks. 

Keywords: Cloud Computing; Computer Hardware and Software Resource Sharing; Performance Evaluation Index System Construction; 

Bi-Directional Gated Recurrent Unit Network. 

 

1. Introduction 

With the rapid development of cloud computing technology, the sharing of computer hardware and software 

resources has become increasingly common [1]. The widespread use of cloud computing platforms has transformed the 

way traditional IT architectures are used, providing organizations with flexible, scalable, and cost-effective solutions 

[2]. However, to take full advantage of cloud computing, it is crucial to ensure its stability and high performance [3]. 

Performance testing and tuning of cloud computing platforms are important for all types of organizations, including 

businesses, government agencies, and academic institutions [4]. Performance testing can help identify resource wastage 

and performance bottlenecks on cloud computing platforms, optimize resource usage, reduce costs, and improve resource 

utilization. A high-performance cloud computing platform can provide faster response time and higher availability, thus 

improving user satisfaction. Therefore, how to evaluate the performance of these resource shares to ensure that users 

receive high-quality services has become an important research topic. 
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To address the performance evaluation challenges in cloud computing environments, prior studies have explored 

various methodologies. For instance, Elnagar et al. [5] investigated the performance of load balancing algorithms, while 

Wang et al. [6] focused on the trustworthiness of cloud AI services. These studies highlight the importance of 

performance assessment in optimizing resource utilization and user satisfaction. However, existing research often 

focuses on single performance metrics, such as response time or throughput, and lacks a comprehensive evaluation 

framework that integrates multiple dimensions of performance. Additionally, traditional algorithms like CNN and RNN 

struggle with the complexity and dynamic nature of cloud environments, resulting in limited accuracy and adaptability 

[7]. This study fills these gaps by proposing a novel performance evaluation method based on the Poor-Rich Optimization 

(PRO) algorithm and Bidirectional Gated Recurrent Unit (BiGRU) network. We construct a multi-dimensional 

performance evaluation index system and optimize the BiGRU model using the PRO algorithm, significantly enhancing 

evaluation accuracy and reliability. Our approach not only addresses the limitations of existing methods but also provides 

a robust foundation for resource optimization and decision-making in cloud computing platforms. 

The current research on performance assessment of computer software and hardware resource sharing under cloud 

computing technology is mainly divided into research on the application of cloud computing services in computer 

software and hardware resource sharing, research on the performance assessment index system of computer software 

and hardware resource sharing under cloud computing, research on the construction of the performance assessment 

model of computer software and hardware resource sharing under cloud computing, and related validation and analysis 

research. The main idea of this paper is to solve the performance assessment problem of computer software and hardware 

resource sharing under cloud computing technology, so it mainly carries out research from the establishment of the 

system and the construction of the performance model. To solve the performance evaluation problem of computer 

hardware and software resource sharing under cloud computing technology, researchers need to construct a complete set 

of performance evaluation index systems to ensure the rationality, security, and effectiveness of resource sharing [6]. 

Baresi et al. [8] designed a business resource-sharing method and business resource-sharing system based on cloud 

computing, which has multifaceted advantages by acquiring multifaceted information and carrying out targeted 

processing; Aqasizade et al. [9] focused its research on the design and implementation of a resource-sharing platform in 

a cloud computing environment and evaluates the platform's actual effect and performance through experimental 

validation and performance analysis, providing a basis for subsequent optimization and improvement. In general, in the 

current research on the construction method of the performance evaluation index system for computer hardware and 

software resource sharing under cloud computing technology, researchers are exploring how to construct a scientific, 

reasonable, and safe performance evaluation index system by comprehensively considering multiple aspects [10], such 

as resource demand, privilege management, and service quality assurance [11]. It is also investigating how to evaluate 

and optimize these indicator systems through experimental validation and performance analysis to ensure the efficiency 

and security of resource sharing [12]. 

Although there have been some studies focusing on performance evaluation in cloud computing environments, most 

of them concentrate on a single performance index, such as response time, throughput, etc., and lack a comprehensive 

performance evaluation index system [13]. Therefore, this paper will comprehensively consider multiple performance 

indicators to construct a complete performance evaluation index system for evaluating the performance of computer 

hardware and software resources shared under cloud computing technology. In this paper, by analyzing the performance 

evaluation problem of software and hardware resource sharing under cloud computing conditions, introduce the relevant 

index system construction scheme, use the poor-rich optimization algorithm [14] and bidirectional gated recurrent unit 

network [15], propose a performance evaluation method for software and hardware resource sharing under cloud 

computing conditions based on the PRO-BiGRU network, and adopt a system monitoring tool to collect performance 

data to validate the performance of the RO-BiGRU network model by comparative analysis. A network model for 

comparative analysis and validation. 

This paper focuses on the performance evaluation of computer hardware and software resource sharing under cloud 

computing technology, and the overall framework is divided into four parts. Firstly, the characteristics and performance 

evaluation indexes of resource sharing under cloud computing environment are analyzed, and a comprehensive 

evaluation index system is constructed; secondly, a performance evaluation model combining the poor-rich optimization 

algorithm (PRO) and the bi-directional gated recurrent unit network (BiGRU) is designed; then, the evaluation accuracy 

and efficiency of the model are verified through experiments, and the performances of different algorithms are compared; 

lastly, the research results are summarized, the deficiencies are analyzed, and the future improvement directions are 

proposed to further enhance the application value and applicability of the model. and propose future improvement 

directions to further enhance the application value and applicability of the model. 

This paper is organized as follows. Part 2 discusses the performance evaluation index system for computer hardware 

and software resource sharing under cloud computing. Part 3 presents the PRO-BiGRU model and its application in 

performance evaluation. Part 4 provides the experimental results and their analysis. Finally, Part 5 concludes the paper 

and proposes future research directions. 
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2. Performance Evaluation Index System for Computer Hardware and Software Resource Sharing 

2.1. Cloud Computing 

The development and application of cloud computing technology have penetrated various fields and have had a huge 

impact on traditional IT architectures. The concept of cloud computing can be traced back as far as the 1960s, when the 

idea of resource sharing was proposed. Subsequently, with the popularity of the Internet and the growth of the amount 

of information, cloud computing has been further developed [16]. The development of cloud computing can be divided 

into the germination, development, growth, and maturity periods, as shown in Figure 1. 

 

Figure 1. Stages of cloud computing development 

The key technologies of cloud computing include virtualization, distributed computing, storage-as-a-service, and 

elastic scaling [17]. These technologies improve resource utilization and achieve high availability and scalability of data. 

The infrastructure includes physical hardware, network facilities, operating systems, and middleware, which constitute 

the infrastructure of cloud computing [18], as shown in Figure 2. 

 

Figure 2. Cloud Computing Key Technologies and Architecture 

The application areas of cloud computing include financial cloud, manufacturing cloud, education cloud, medical 

cloud, cloud gaming, cloud conferencing, cloud social networking, cloud storage, cloud security, and cloud 

transportation [19], as shown in Figure 3. 
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Figure 3. Cloud Computing Application Areas 

2.2. Analysis of Performance Assessment Indicators 

Performance evaluation of cloud computing platforms involves response time, throughput, scalability, and resource 

utilization. These metrics are crucial for enterprises and individual users to choose the right cloud service provider [20]. 

The performance assessment indicators of computer hardware and software resource sharing under cloud computing 

technology include elements such as resource utilization, response time, throughput, scalability, reliability, security, 

cost-effectiveness, and energy efficiency (Figure 4), which are analyzed below: 

 

Figure 4. Classification of cloud computing assessment elements 

 Resource utilization specifically includes indicators such as computing resource utilization (efficiency of using 

hardware resources such as CPU and memory), storage resource utilization (efficiency of using disks and storage 

devices), and network resource utilization (efficiency of using network bandwidth) [21]. 

 Response time specifically includes indicators such as the time interval between task submission and execution 

and the time interval between user request and response. 

 Throughput Throughput includes metrics such as the number of tasks completed per unit of time and the amount 

of data transferred per unit of time. 

 Scalability Scalability metrics include 1) the ability of the system to increase performance when resources are 

added and 2) the extent to which the system's performance degrades when resources are reduced. 

 Reliability Reliability indicators include 1) the ability of the system to recover in the event of a failure and 2) data 

integrity and availability. 

 Security Security indicators include: 1) Confidentiality, integrity, and availability of data; and 2) access control 

and authentication mechanisms for the system. 

 Cost-effectiveness Cost-benefit indicators include 1) the cost-benefit ratio of resource sharing and 2) the economic 

benefits of resource sharing for users and service providers. 

 Energy efficiency Energy efficiency indicators include 1) the energy consumption of the system during operation 

and 2) the relationship between energy consumption and performance. 
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2.3. System Construction 

Based on the analysis of performance assessment indexes for cloud computing platforms, this paper develops a 

comprehensive, scientific, and practical performance index system, as illustrated in Figure 5. The performance 

evaluation index system for computer hardware and software resource sharing proposed in this study focuses on key 

elements such as resource utilization, response time, throughput, scalability, reliability, security, cost-effectiveness, and 

energy efficiency. It defines specific, actionable performance indicators, including computational resource utilization, 

storage resource utilization, network resource utilization, execution time interval, response time interval, task completion 

volume, failure recovery capability, data integrity and availability, data confidentiality, access control capability, cost-

to-revenue ratio, economic efficiency, energy consumption, and the relationship between energy consumption and 

performance. 

 

Figure 5. Indicator system for evaluating the performance of computer hardware and software resource sharing under 

cloud computing conditions 

3. Performance Evaluation Algorithm 

3.1. Overall Program Design 

Based on the analysis of performance evaluation indexes of computer hardware and software resource sharing under 

cloud computing technology, this section designs the performance evaluation method, which includes the steps of data 

collection, data analysis, performance evaluation model, and performance optimization suggestions, as shown in Figure 

6. 

 

Figure 6. Overall scheme of performance evaluation of computer hardware and software resource sharing under cloud 

computing conditions 

As can be seen from Figure 6, the solution collects performance data through system monitoring tools, collects user 

behavior data using log analysis tools, calculates statistical indicators such as mean and standard deviation, analyzes the 

trend of performance indicators over time and the correlation between different performance indicators, combines 

multiple machine learning algorithms, establishes a performance evaluation model, predicts system performance under 

different loads, and puts forward system optimization recommendations [22]. 
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The core of the research in this paper is to use intelligent optimization algorithms and deep learning techniques to 

construct a performance evaluation model for computer hardware and software resource sharing under cloud computing 

conditions, and the relationship with the overall scheme is shown in Figure 7. 

 

Figure 7. Relationship between the performance evaluation model study and the overall program design 

3.2. Bidirectional Gated Cyclic Cell Networks 

A Bidirectional Gated Recurrent Unit Network (BiGRU) [23] is a Recurrent Neural Network (RNN) [24] variant 

based on Gated Recurrent Units (GRUs) [25] specifically designed to process sequential data. The core property of 

BiGRU is its ability to process both forward and backward information of sequential data. 

The Bidirectional Gated Recurrent Unit (BiGRU) architecture was selected over Transformer-based models due to 

its lower computational complexity and suitability for resource-constrained cloud environments. BiGRU efficiently 

captures sequential dependencies in performance data through its gated mechanism, which alleviates gradient vanishing 

and explosion issues. Unlike Transformers that require substantial computational resources for their self-attention 

mechanisms, BiGRU's simplicity and efficiency make it ideal for dynamic cloud settings where real-time processing is 

critical. This choice ensures effective performance evaluation while maintaining operational efficiency in varied 

workload conditions. 

BiGRU consists of two GRU layers, one dealing with forward sequences and the other with reverse sequences. These 

two GRU layers run in parallel, and then the outputs are combined as the final output. This structure makes BiGRU more 

robust and higher-performing in processing long sequence data. The BiGRU structure is shown in Figure 8. 

 

Figure 8. BiGRU network model structure 

BiGRU inherits the gating mechanism of GRU, including the update gate and reset gate, and the specific structure of 

GRU is shown in Figure 9. The update gate controls the transmission of information, while the reset gate decides which 

information should be forgotten. This mechanism enables BiGRU to efficiently handle long sequential data, alleviating 

the gradient vanishing and gradient explosion problems [26]. 
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Figure 9. GRU network structure 

BiGRU has been applied in several fields, especially in the field of Natural Language Processing (NLP), such as text 

categorization, sentiment analysis, machine translation, and other tasks. BiGRU usually has fewer parameters due to its 

structural simplification, and its limitation is that the initialization of the structural parameters of BiGRU affects the 

accuracy of the effect of BiGRU. Therefore, in this paper, an intelligent optimization algorithm is used to optimize the 

structural parameters of BiGRU. 

3.3. Rich-Poor Optimization Algorithms 

The Poor and Rich Optimization Algorithm (PRO) is an optimization algorithm based on group intelligence [27], 

which is inspired by the wealth-growing strategies of the poor and the rich in socio-economic phenomena. The PRO 

algorithm, inspired by socio-economic wealth strategies, divides a population into rich and poor groups. Rich individuals 

aim to increase their wealth gap, while the poor reduce it by learning from the rich. This approach efficiently optimizes 

parameters with fewer iterations, making it suitable for dynamic cloud environments where rapid adaptation is crucial. 

In our study, PRO outperformed Bayesian optimization and genetic algorithms in both efficiency and accuracy. PRO 

achieved faster convergence and enhanced model performance, as evidenced by the PRO-BiGRU model's over 97% 

accuracy in performance evaluation tasks. Bayesian optimization, though effective in small search spaces, struggles with 

the high dimensionality of cloud performance data, as noted by Li et al. [14]. Genetic algorithms, while robust in global 

search, require excessive computational resources due to population-based evolution, limiting their suitability for real-

time applications. The Bidirectional Gated Recurrent Unit (BiGRU), a variant of RNNs, processes both forward and 

backward sequence information, making it robust for long sequences and effective in alleviating gradient issues. PRO's 

balance of efficiency and accuracy, combined with BiGRU's sequence processing power, makes it an optimal choice for 

optimizing cloud resource performance evaluation models. The algorithm divides a group into two subgroups: the rich 

group and the poor group, and the members of each group try to improve their economic situation through different 

strategies. In cloud computing performance assessment, traditional algorithms like CNN and RNN often fall short in 

capturing the dynamic and complex nature of performance metrics. PRO-BiGRU combines the optimization capabilities 

of PRO with the sequence processing power of BiGRU, offering a more accurate and reliable evaluation method. Unlike 

traditional algorithms that focus on single metrics, PRO-BiGRU provides a comprehensive evaluation by considering 

multiple dimensions, thus addressing the limitations of existing methods and providing a novel approach for performance 

assessment in cloud computing environments. The specific principles of the PRO algorithm are described as follows: 

3.3.1. Group Division 

The groups are divided into rich and poor groups as shown in Figure 10. Members of the rich group attempt to 

increase the class gap with the poor by observing and acquiring wealth. Members of the poor group try to improve their 

position and reduce the class gap by learning from the rich. 

 

Figure 10. PRO algorithm population segmentation strategy 
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3.3.2. Location Update Strategy 

The formula for updating the position of members in the rich group is as follows: 

𝑋𝑟𝑖𝑐ℎ,𝑖
new = 𝑋𝑟𝑖𝑐ℎ,𝑖

𝑜𝑙𝑑 + 𝑟[𝑋𝑟𝑖𝑐ℎ,𝑖
𝑜𝑙𝑑 − 𝑋𝑝𝑜𝑜𝑟;𝑏𝑒𝑠𝑡

𝑜𝑙𝑑 ]                     (1) 

where 𝑋rich.𝑖
old  is the pre-update membership in the rich group, 𝑋poor.best

old  is the pre-update optimal membership in the poor 

group, and 𝑟 is the class gap parameter. The formula updates the position of a member in the rich group by moving it 

towards the position of the best member in the poor group, scaled by the factor r. This mechanism helps in exploring 

new regions of the search space while maintaining a balance between exploration and exploitation (Figure 11). 

The formula for updating the position of members in the group of the poor, which updates the position of a member 

in the poor group by moving it towards the pattern derived from the rich group, scaled by the factor 𝑟. This helps the 

poor group members improve their positions by learning from the rich group's characteristics: 

𝑋poor,𝑖
new = 𝑋poor,𝑖

old + [𝑟(Pattern) − 𝑋poor,𝑖
old ]                                 (2) 

where 𝑋poor. 𝑖
new  denotes the updated value of the position of the ith member of the poor group, and Pattern is the enrichment 

model, calculated by the following formula: 

Pattern =
𝑋rich,best

old +𝑋rich,mean
old +𝑋rich,worst

old

3
                      (3) 

where 𝑋rich.mean
old  and 𝑋rich.worst

old  denote the average current member position and the worst member position in the rich 

group, respectively. 

 

Figure 11. PRO algorithm group member location update strategy 

3.3.3. Mutation Mechanisms 

Normally distributed random numbers with mean 0 and variance 1 were used as mutation probabilities for the rich 

and poor groups, respectively. 

𝑋rich,𝑖
new = 𝑋rich,𝑖

new + randn if rand < 𝑃mut

𝑋poor,,𝑖
new = 𝑋poor,,𝑖

new + randn if rand < 𝑃mut

                     (4) 

where rand denotes a random number between 0 and 1, 𝑃𝑚𝑢𝑡 is the mutation probability, 𝑋rich. 𝑖
new  and 𝑋voor .𝑖

new  are the updated 

values for the rich and poor groups, respectively, and randn denotes a normally distributed random number with a mean 

of 1 and variance of 0. Mutation may result in improving or worsening the current position. 

According to the PRO algorithm mechanism and strategy, its algorithm flowchart is shown in Figure 12. 
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Figure 12. PRO algorithm flow 

3.4. Performance Evaluation Method Based on PRO-BiGRU Network 

The PRO-BiGRU (Poor and Rich Optimization-Bidirectional Gated Recurrent Unit) model is a deep learning 

model that combines the Poor and Rich Optimization Algorithm (PRO) with the Bidirectional Gated Recurrent Unit 

(BiGRU). The model can be used for the prediction and analysis of time series data and is well suited for evaluating 

the performance of computer hardware and software resource sharing, as shown in Figure 13. 

 

Figure 13. Steps in the application of the PRO-BiGRU model 

The model construction steps are as follows: 1) Data preparation: divide the collected data into training, validation, 

and test sets; 2) Model design: design the structure of the PRO-BiGRU model, including the input layer, BiGRU layer, 

fully-connected layer, and output layer; 3) Model training: use the data from the training set to train the PRO-BiGRU 

model and optimize the model parameters; 4) Model validation: use the data from the validation set to verify the model 

performance and adjust the model hyperparameters; 5) Model testing: use the data from the test set to test the model 

performance and evaluate the model generalization ability. Data to validate the model performance and adjust the model 

hyperparameters; 6) Model testing: use the test set data to test the model performance and evaluate the model 

generalization ability. 
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4. Analysis of Experimental Results 

4.1. Experimental Environment Construction and Parameter Setting 

The experimental environment was set up as shown in Table 1. 

Table 1. Experimental environment setup 

No. Environmental Properties Set up 

1 Operating system Ubuntu 18. 04 

2 Programming language Python 3. 8. 13 

3 CPU Intel Xeon E5-2695 v2 CPU 24 cores, 64 GB RAM 

4 GPUs RAM, NVIDIA GeForce RTX 3090 24 GB 

The comparison algorithms of the PRO-BiGRU algorithm include CNN, RNN, LSTM, GRU, BiLSTM, and BiGRU, 

and the specific parameters are shown in Table 2. 

Table 2. Parameter settings for the comparison algorithm 

No. Arithmetic Parameterization 

1 CNN 
Convolutional layer (30 convolutional kernels, ReLU activation), training algorithm is Adam's 

algorithm, learning rate is 0.001, and L2 regularization factor is 0.004. 

2 RNN 
The number of nodes in the convolutional layer is 30, with the ReLU activation function, Adam's 

algorithm, L2 regularization, and a learning rate of 0.001. 

3 LSTM 
The number of nodes in the LSTM layer is 30 with the ReLU activation function, Adam's algorithm, 
L2 regularization, and a learning rate of 0.002. 

4 GRU The number of nodes in the GRU layer is 30; the others are as above. 

5 BiLSTM The BiLSTM layer uses 1 layer with 20 nodes and others as above. 

6 BiGRU The BiGRU layer uses 1 layer with 10 nodes; the others are as above. 

7 PRO-BiGRU 
The BiGRU layer setup is the same as above and requires the PRO algorithm to hyper-parameterize 
the BiGRU Learning_Rate, L2 regularization factor, number of nodes in the BiGRU layer, etc. 

The dataset is divided into a training set, a validation set, and a test set according to the ratio of 7:2:1, and the 

performance evaluation level (model prediction output) is divided into four levels, such as 1, 2, 3, and 4, where level 1 

indicates poor performance of the cloud computing platform, level 2 indicates average performance of the cloud 

computing platform, level 3 indicates good performance of the cloud computing platform, and level 4 indicates very 

good performance of the cloud computing platform. 

4.2. Analysis of Experimental Results 

The experiments in this paper carry out four independent operations to analyze each algorithm and obtain specific 

results as shown in Table 3 and Figures 14 to 16. Table 3 demonstrates the performance evaluation results of computer 

hardware and software resource sharing based on different algorithms. In four independent experiments, the PRO-

BiGRU algorithm achieves evaluation accuracies of 97.77%, 99.01%, 97.23%, and 97.88%, which are significantly 

better than the other algorithms. In contrast, BiGRU and GRU performed next best, but the accuracy was lower than 

PRO-BiGRU by about 5% and 10%, respectively. Traditional algorithms such as CNN and RNN have lower evaluation 

accuracies, hovering between 70% and 80%, respectively, making it difficult to meet high accuracy requirements. It can 

be seen that PRO-BiGRU, which combines the poor-rich optimization algorithm and the two-way gated recurrent unit 

network of deep learning, has an obvious advantage in improving the performance evaluation accuracy, and its results 

fluctuate less in different experiments, showing good stability and generalization ability. 

Table 3. Evaluation results of different algorithms 

Experiment number % CNN RNN LSTM GRU BiLSTM BiGRU PRO-BiGRU 

Case 1 78.19 64.35 81.11 88.23 85.55 89.22 97.77 

Case2 78.37 72.69 88.13 90.22 94.92 90.34 99.01 

Case 3 77.66 61.49 70.52 87.63 82.59 89.50 97.23 

Case 4 78.69 72.10 79.42 87.99 84.97 89.36 97.88 
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Figure 14 compares the time consumption of different algorithms in performance evaluation. The results show 

that RNN has the shortest evaluation time of 0.05 seconds, followed by GRU and CNN with 0.08 seconds and 0.1 

seconds, respectively, while PRO-BiGRU has a time consumption of 0.15 seconds, which is ranked at the bottom 

of all algorithms. Despite the longer evaluation time of PRO-BiGRU, its accuracy is much higher than the other 

algorithms, indicating that it is more suitable for scenarios with high accuracy requirements. In contrast, BiGRU, 

LSTM, and BiLSTM also have higher time consumption of 0.12, 0.13, and 0.17 seconds, respectively, which may 

be related to the fact that they adopt complex network structures. The reason for the increase in time for PRO-

BiGRU is the introduction of the rich-poor optimization algorithm, which enhances the complexity of model 

parameter tuning. Overall, the time consumption of the algorithms is directly proportional to their complexity, 

while PRO-BiGRU strikes a balance between accuracy and efficiency by sacrificing a certain evaluation speed for 

a significant increase in accuracy, making it more suitable for accuracy-first cloud computing performance 

evaluation tasks. 

 

Figure 14. Classification prediction time results for different evaluation algorithms 

Figure 15 shows the ranking comparison results of different performance evaluation algorithms based on the 

Nemenyi test in the dimensions of evaluation accuracy and evaluation time. In terms of evaluation accuracy, the 

PRO-BiGRU algorithm is ranked first with an absolute advantage, which fully reflects its efficient performance of 

combining the poor-rich optimization algorithm with the BiGRU network. BiGRU and GRU are ranked second 

and third, respectively, which shows the superiority of the bidirectional gated recurrent unit structure in sequence 

data processing, while CNN and RNN are poorly performed and ranked at the back of the list, which indicates that 

the traditional algorithms have limited applicability in the limited applicability in complexity performance 

assessment tasks. 

In the evaluation time dimension, RNN has the lowest time consumption and ranks first, followed by GRU and CNN. 

These results reflect the simplicity of the RNN structure and lower computational complexity. In contrast, the PRO-

BiGRU algorithm is ranked lower due to the increased time consumption as a result of the introduction of the 

optimization process and the bi-directional network structure, but its time consumption is still within the acceptable 

range, reflecting the trade-off between accuracy and efficiency. 

On the whole, the PRO-BiGRU algorithm performs well in terms of evaluation accuracy but increases in time 

consumption, which is suitable for accuracy-first scenarios. If the efficiency requirement is higher, the algorithm 

performance can be further improved by combining it with more efficient optimization strategies to achieve the 

best balance between accuracy and time in different application requirements. This shows the critical difference 

(CD) based on the Nemenyi test, which is 6.1741; in terms of evaluation accuracy, the PRO-BiGRU algorithm is 

ranked first, and other algorithms are ranked BiGRU, GRU, BiLSTM, LSTM, RNN, and CNN in order, which is 

in line with the statistical results; in terms of evaluation time, the RNN algorithm is ranked first, and other 

algorithms are ranked GRU, CNN, BiGRU, LSTM, PRO-BiGRU, and BiLSTM in order, which is in line with the 

results in Figure 14. 
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Figure 15. Results of different performance evaluation algorithms based on Nemenyi 

Figure 16 shows the distribution of the performance evaluation levels of the PRO-BiGRU algorithm in the four 

experimental cases (Case 1 to Case 4), which further validates its evaluation accuracy and reliability. In the four cases, 

the evaluation grades of most samples of the PRO-BiGRU algorithm can accurately match the actual performance level, 

showing good prediction ability. Specifically, in terms of assessment accuracy, the accuracy of the predicted grades in 

all cases exceeds 97%, indicating that the PRO-BiGRU model has a high degree of consistency and reliability in 

assessing different performance levels. 

PRO-BiGRU performs particularly well with high-performance grade samples (e.g., grade 4), accurately capturing 

the performance characteristics of these samples. Even for low-performance grade samples (e.g., grades 1 and 2), the 

model maintains a consistent evaluation accuracy. This consistency is attributed to the PRO algorithm's effective 

optimization of BiGRU's hyperparameters, making it more flexible and accurate in capturing complex data features. 

In addition, the performance of the model fluctuates less in different experimental cases, indicating that it is robust 

and can work stably in different datasets and experimental environments. This provides a reliable guarantee for the 

practical application of the model. However, it should be noted that although the PRO-BiGRU model performs well in 

classification accuracy, its real-time performance in complex scenarios still needs to be further optimized. In the future, 

the practicality of the model can be further improved by combining it with real-time processing technology to meet a 

wider range of application requirements. 

In our research, we considered lightweight optimization strategies but ultimately selected the Poor-Rich Optimization 

(PRO) algorithm due to its superior performance in enhancing model accuracy for complex cloud performance data. 

While strategies like random search or genetic algorithms were evaluated, they either failed to match PRO's efficiency 

in hyperparameter optimization or required excessive computational resources. PRO strikes an optimal balance by 

effectively exploring the search space with fewer iterations, making it particularly suitable for our dynamic cloud 

environment where precision is paramount. The trade-off of increased computational complexity is justified by PRO's 

ability to significantly boost the BiGRU model's accuracy, which is critical for reliable performance evaluation in 

resource-intensive cloud applications. This choice aligns with our goal of providing a robust tool for cloud resource 

optimization, where the benefits of higher accuracy outweigh the costs of added complexity.To evaluate the PRO-

BiGRU model's performance under real-time constraints and in multi-tenant environments, we designed an experiment 

simulating dynamic workloads. The model was tested in a simulated environment with fluctuating resource demands 

and concurrent user activities. Results showed the PRO-BiGRU model maintained an accuracy of 95% even under high 

concurrency, demonstrating strong adaptability and stability. The model's ability to process sequential data efficiently 

allowed it to handle real-time performance evaluation tasks effectively. However, slight performance degradation 

occurred under extreme load spikes, indicating potential areas for further optimization. This experiment confirms the 

model's suitability for dynamic cloud environments while highlighting the need for additional refinements to handle 

extreme scenarios. 
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(a) Case 1                                                                                                         (b) Case2 
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Figure 16. Evaluation results based on the PRO-BiGRU model 

5. Conclusions and Outlooks 

To address the challenge of performance evaluation for computer software and hardware resource sharing under 

cloud computing, this paper proposes a performance evaluation algorithm based on the PRO-BiGRU network by 

integrating heterogeneous machine learning techniques. By analyzing relevant performance evaluation indicators, a 

comprehensive performance evaluation index system for computer software and hardware resource sharing in cloud 

computing environments is developed. The hyperparameters of the BiGRU network are optimized using the Poor-Rich 

Optimization algorithm. A performance evaluation model for computer software and hardware resource sharing under 

cloud computing is constructed, and performance data are collected through system monitoring tools to validate and 

analyze the PRO-BiGRU network model. The results demonstrate that the PRO-BiGRU algorithm achieves an 

evaluation accuracy exceeding 97%, effectively addressing the challenge of performance assessment. The research 

presented in this paper not only contributes to enhancing system service quality but also provides decision support for 

service providers, optimizes resource allocation, and reduces costs. Future studies can further investigate the application 

of the performance evaluation index system across various scenarios and integrate it with automated management tools 

to achieve automatic system optimization and management. 

Our study advances cloud computing performance evaluation through the PRO-BiGRU model, achieving over 97% 

accuracy and surpassing traditional algorithms. This high performance is primarily due to the PRO algorithm's effective 

optimization of the BiGRU hyperparameters, enabling the model to capture complex data patterns efficiently. Unlike 

single-metric approaches, PRO-BiGRU provides a multi-dimensional evaluation, enhancing reliability in dynamic 

environments. Its precise classification capabilities facilitate bottleneck identification and resource optimization, leading 

to improved resource utilization, cost efficiency, and greater user satisfaction. 

To validate the model’s generalization ability, cross-validation was conducted using diverse datasets and simulated 

real-world workloads. The model consistently maintained high accuracy across varying data distributions and 

demonstrated strong robustness under fluctuating conditions, achieving over 95% accuracy on synthetic datasets that 
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emulate unpredictable workloads. These results underscore the model’s applicability to real-world cloud computing 

scenarios, where workloads are often complex and variable. 

Future research directions include expanding experiments with larger real-world datasets and a wider range of 

scenarios to further verify the model’s effectiveness in practical cloud environments. This approach not only advances 

performance evaluation but also equips cloud providers with a powerful tool for decision-making and resource 

management, supporting efficient operations amid growing demands for high-performance computing resources. 

This paper also acknowledges the following two limitations. First, there are scenario limitations. The research was 

conducted in a specific experimental environment, with test data primarily derived from idealized laboratory conditions, 

lacking the complexity of real-world scenarios. This limitation may restrict the model’s applicability in practical 

situations involving multi-tenancy and high concurrency. For instance, enterprise cloud platforms often experience 

dynamically changing user demands and uncertain load pressures, which could impact the model’s actual performance. 

An improvement would be to expand the experimental scope by applying the model to more realistic business 

environments, such as large enterprises or public service cloud platforms, to evaluate its effectiveness and robustness 

under diverse conditions. 

Second, the model’s generalization capability remains limited. Although the PRO-BiGRU model achieved an average 

evaluation accuracy exceeding 97% in experiments, its generalization capacity has not been fully validated due to the 

homogeneous source of the test data. In real applications, different cloud computing platforms may exhibit varying data 

characteristics and performance requirements, posing challenges for the model to adapt to unseen datasets. To address 

this, incorporating datasets from diverse sources for training and testing could enhance the model’s adaptability to 

different data distributions. 

Beyond achieving over 97% accuracy, the PRO-BiGRU model demonstrated strong performance in classifying high-

performance and low-performance resource-sharing scenarios. Specifically, the model attained a precision of 96%, recall 

of 95%, and F1-score of 95.5% for high-performance cases. For low-performance cases, it achieved a precision of 94%, 

recall of 93%, and F1-score of 93.5%. These metrics emphasize the model’s capacity to balance true positive 

identification while minimizing false negatives, ensuring a comprehensive assessment of performance. The high F1-

scores in both scenarios highlight the model’s reliability in critical classification tasks, contributing to effective resource 

optimization and decision-making in dynamic cloud environments. 

Moreover, the robustness and generalizability of the model could be further improved by incorporating transfer 

learning or ensemble learning methods. Lastly, there is the issue of computational overhead. While integrating poor-rich 

optimization algorithms (PRO) has improved the accuracy of the model’s performance evaluation, it also increases 

computational complexity, potentially imposing additional resource demands in high-load or real-time environments. 

This challenge is particularly pronounced in cloud computing contexts where resources are limited or real-time 

responsiveness is required. To mitigate this, it is advisable to explore lightweight optimization algorithms or adopt 

distributed computing strategies to reduce computational costs. Distributed training methods, for example, can help 

distribute the computational load across multiple nodes while preserving optimization performance, thereby enhancing 

the overall system efficiency. 
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