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Abstract 

This study aims to develop a hybrid algorithm using the ARIMA model and LSTM-type recurrent neural networks to 

predict the closing prices of the cryptocurrencies BTC, LTC, and ETH. The methodology includes an exploratory data 

analysis, followed by the design, implementation, and evaluation of each individual algorithm as well as the combined 

hybrid algorithm. The results, after experimentation and evaluation of metrics on the test set, indicated that the ARIMA 

model was inefficient in predicting the closing prices of cryptocurrencies. On the other hand, the hybrid model for BTC 

showed significant statistical differences in the metrics, with MAE = $726.21 and MAPE = 1.75%, compared to the LSTM 

model, which achieved MAE = $729.35 and MAPE = 1.76%. These results indicate better performance from the hybrid 

model. Regarding the RMSE metric, the hybrid model scored 1157.47, while LSTM scored 1159.99; although statistically 

equivalent, the hybrid model was numerically better. For the remaining metrics and other cryptocurrencies, both methods 

were statistically equivalent. For five-day-ahead predictions, the hybrid algorithm continued to yield better results for LTC 

and ETH. 

Keywords: LSTM Networks; ARIMA Model; Hybrid Approach; Prediction; Cryptocurrencies. 

 

1. Introduction 

In recent years, cryptocurrencies have gained a significant presence in financial markets, becoming an attractive 

alternative for investors seeking high returns in contexts characterized by high uncertainty and price fluctuations [1]. 

Their operation is based on blockchain technology—a decentralized digital architecture that guarantees integrity, 

security, and traceability in transactions—key aspects that have driven their rapid adoption and global expansion. 

Among the cryptocurrencies with the highest market capitalization and recognition are Bitcoin (BTC), Litecoin (LTC), 

and Ethereum (ETH), which have captured the attention of institutional players, retail investors, and academics due to 

their worldwide accessibility and potential for appreciation [2]. However, the high volatility that characterizes these 

assets—driven by exogenous factors such as government regulations, macroeconomic indicators, and market 

perception—makes it difficult to formulate robust investment strategies [3]. This complexity has spurred the 

development and implementation of advanced analytical models aimed at improving the understanding and prediction 

of cryptocurrency market behavior. 

Traditionally, statistical models such as Moving Average, ARIMA, or logistic regression have been used for financial 

time series forecasting due to their ability to capture linear and seasonal patterns [4, 5]. However, these models have 
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limitations when applied to the highly nonlinear data typical of the cryptocurrency market. As a result, machine learning 

approaches—such as recurrent neural networks (RNN), Long Short-Term Memory (LSTM), or Gated Recurrent Unit 

(GRU)—have proven effective in capturing long-term dependencies and nonlinear relationships [6, 7]. Despite the 

strong performance of machine learning models, recent research suggests that hybrid approaches offer a promising 

alternative. Studies by Xu et al. (2022) [8], Pierre et al. (2023) [9], and Bouteska et al. (2024) [10] show that combining 

statistical models like ARIMA with deep neural networks such as RNN, GRU, or LSTM can considerably improve 

accuracy in forecasting tasks related to demand, production, and finance. 

Numerous studies have attempted to predict the prices of various cryptocurrencies such as those mentioned above. 

What is evident, however, is that no robust algorithmic method has yet been established for predicting the prices of these 

assets, which, although potentially profitable, are highly risky. Efforts have largely focused on using traditional tools 

such as the ARIMA model, alongside other machine learning algorithms. In this regard, López (2023) [3] asserts that 

temporal patterns are more representative than spatial patterns when estimating the future closing price of Bitcoin. 

Lambis et al. (2023) [6] state that the reliability of forecasts should be evaluated by analyzing the autocorrelation of the 

errors. Despite this, it is frequently observed that hybrid models incorporating LSTM yield better results than individual 

models. However, current literature lacks analyses that demonstrate statistically significant differences between the 

algorithms used. Additionally, the datasets in many studies are relatively limited, often excluding the full time horizon 

and failing to make multi-step predictions—let alone predictions beyond the dataset under study. 

In this context, the present research proposes a hybrid ARIMA-LSTM model to predict the closing prices of BTC, 

LTC, and ETH. The objective is to compare the performance of the hybrid model against the individual models and to 

demonstrate statistical significance in the metrics used for both the individual methods and the proposed hybrid 

algorithm. This study aims to contribute to the theoretical and practical development of predictive models in a market 

characterized by speculation, high liquidity, and low interest rates—an environment where robust predictive tools are 

essential for investment planning, risk management, and improved resource utilization [11]. 

The rest of the article is structured as follows: Section 2 presents a general review of the previous literature; Section 

3 outlines the methodology applied in the research; Section 4 discusses the results obtained from the individual models 

and the hybrid approach; Section 5 analyzes and discusses the results; and Section 6 presents the conclusions of the 

study. 

2. Literature Review  

In the last decade, cryptocurrencies have aroused notable interest in the financial sphere, both for their usefulness as 

a medium of exchange and for their potential to generate high returns. In 2017, the Bitcoin boom occurred, reaching a 

value of $19,000. This boom further fueled the creation and adoption of new cryptocurrencies, as well as the entry of 

investors and businesses into the market [12]. However, the inherent volatility of these assets has posed significant 

challenges in predicting their prices, increasing investment risk [13, 14]. 

Price forecasting in financial markets has traditionally been approached using statistical models such as ARIMA. In 

the context of cryptocurrencies, studies such as the one by Azari (2019) [4] have explored the applicability of the 

ARIMA model for forecasting the price of Bitcoin. Although this approach showed some predictive ability in single-

trended intervals, significant limitations were identified—especially in capturing the abrupt fluctuations and high 

volatility characteristic of the cryptocurrency market. Mangiwa et al. (2025) [15], in their research, explore the use of 

the ARIMA model for the prediction of the ETH cryptocurrency. After the identification, estimation, and comparison 

of models, a MAPE of 15.01% and an RMSE of 649.702 was achieved. The authors emphasize that although the metrics 

obtained are reasonably good, the ARIMA model performs better with short-term predictions, managing to identify 

trends in the series; however, its performance decreases over longer time periods. 

Due to the limitations of traditional models in capturing the volatility of cryptocurrency markets, several authors have 

chosen to address machine learning models, particularly those designed for processing sequential and temporal data, 

such as recurrent neural networks (RNN) and their variants LSTM and GRU. These models have gained relevance due 

to their ability to model complex and nonlinear relationships. Research such as that of Lambis et al. (2023) [6] uses 

Deep Learning models—RNN, LSTM, GRU, and a combination of convolutional networks with LSTM (CNN-

LSTM)—for forecasting the closing prices of cryptocurrencies BTC and ETH, achieving in their research MAPE values 

of 2.64% and 3.31%, and R² values of 98.73% and 98.85% for RNN with BTC and LSTM with ETH, respectively. 

Zhang (2024) [16] applied a hybrid CNN-LSTM approach for BTC price prediction. After experimentation with 

different hyperparameter settings, the hybrid approach achieved a minimum MAPE value of 2.75%. On the other hand, 

Tumpa & Maduranga (2024) [17] explored three recurrent networks—LSTM, GRU, and Bi-LSTM—for the prediction 

of BTC, ETH, and LTC. All three models showed good performance in predicting the three cryptocurrencies. For BTC, 

the best model was Bi-LSTM, with a MAPE of 1.94%, while for ETH and LTC, the best model was GRU, with MAPE 

values of 1.85% and 4.25%, respectively. 



HighTech and Innovation Journal         Vol. 6, No. 2, June, 2025 

489 

 

Pirkhedri (2025) [18] used LSTM and GRU networks to predict the price of the Solana cryptocurrency, studying the 

impact of the "number of epochs"—with values of 70, 90, 100, and 150—on the performance of the algorithms. This 

study concludes that both models have high predictive ability and obtained the best metrics with the highest number of 

epochs proposed, i.e., 150 epochs. Furthermore, it is emphasized that GRU networks had higher performance than LSTM 

networks, reaching RMSE, MAE, and R² values of 8.209, 6.323, and 0.935, respectively, while LSTM networks obtained 

values of 8.964, 7.016, and 0.922. Kaur et al. (2025) [19] also tested LSTM and GRU networks, expanding the scope to 

three cryptocurrencies: LTC, ETH, and BTC. Consistent with other studies, both models exhibited good performance; 

however, the authors highlight GRU networks, as they achieved better results in two of the three proposed 

cryptocurrencies (ETH and BTC), obtaining MAPE values of 8.037%, 4.415%, and 3.54% for LTC, ETH, and BTC, 

respectively. For LSTM, the MAPE values were 7.653%, 5.075%, and 9.162%. 

Other research contrasts traditional models with Deep Learning (DL) models in predicting complex time series. For 

example, the study by Yu (2024) [5] explores three statistical models—moving average (MA), logistic regression (LR), 

and ARIMA—and two DL models—LSTM and a hybrid convolutional network with LSTM (CNN-LSTM). The five 

models were used to predict BTC, LTC, and ETH. Their research indicates that DL models showed better performance 

in contrast to traditional models, which usually work better with linear patterns or short-term periods. This is reflected 

in the metrics: DL models achieved MAPE values between 4% and 8%, while traditional models ranged from 60% to 

over 1000%. In addition, this study highlights the performance of the CNN-LSTM hybrid model in obtaining the best 

results for all three cryptocurrencies, demonstrating that hybrid models have the potential to combine the strengths of 

individual models to improve predictive performance. 

Kabo et al. (2025) [20] contrast ARIMA models and LSTM networks for the prediction of Bitcoin. This research also 

includes, in addition to the historical data of the cryptocurrency, economic indicators such as GDP growth rates and 

sentiment data extracted from X via Tweepy for Twitter. The study concluded that LSTM networks performed better 

than ARIMA models. Furthermore, both approaches performed better when using historical prices combined with GDP 

and sentiment data. ARIMA achieved RMSE, MAE, and R² values of 2518.35, 2081.66, and 91.44%, respectively, using 

the combined data, while LSTM achieved values of 1717.65, 1253.24, and 96.02%. 

Within the field of predictive models, hybrid models that combine statistical techniques with deep learning methods 

have also been proposed. Research such as Xu et al. (2022) [8] addresses hybrid ARIMA-LSTM and ARIMA-SVR 

models and contrasts them with individual models for drought prediction, observing that the hybrid approach improved 

the accuracy in predicting complex events. Other authors, such as Pierre et al. (2023) [9] and Fan et al. (2021) [21], 

address the ARIMA-LSTM hybrid model for the prediction of peak power consumption and well production, 

respectively. The main idea behind combining the ARIMA model with a DL model is to leverage ARIMA’s ability to 

capture linear patterns, while LSTM captures the nonlinear components of complex time series. Both authors propose a 

similar hybrid model structure in which ARIMA makes the initial predictions and an LSTM network is trained to predict 

the residuals generated by ARIMA, so that the final predictions are the sum of the ARIMA and LSTM outputs. In both 

investigations, the authors report that the ARIMA-LSTM hybrid outperforms the individual models. 

Dave et al. (2021) [22] also address the ARIMA-LSTM hybrid, focusing on forecasting Indonesian exports. The 

structure of the hybrid model in this research consists of separating the components of the time series into trend, 

seasonality, and residuals, and training ARIMA to predict the trend and LSTM to predict seasonality and residuals. This 

study also concludes that the hybrid model performs better than the independent models, obtaining a MAPE of 7.38% 

versus 8.56% and 9.38% for LSTM and ARIMA, respectively. 

3. Research Methodology 

The methodology of this research is structured as follows: in the first stage, data collection was performed, in which 

the historical data of the cryptocurrencies under study—BTC, LTC, and ETH—were collected from the Investing 

platform. On the extracted data, an exploratory data analysis was conducted to identify missing data and outliers 

(anomalous or inconsistent values). Then, data cleaning was carried out to eliminate missing values and outliers. For 

this purpose, KNN imputation was applied. After cleaning, statistical analyses were used to verify that the imputed 

variables had not been significantly altered and that the data were ready for model design. 

In all models, the data were normalized using the Min-Max method to facilitate training, and then split into a training 

set and a test set. For ARIMA modeling, manual experimentation was performed with ranges for the hyperparameters: 

"p" from 0 to 5, "d" from 0 to 2, and "q" from 0 to 5. The selection criteria for all models explored in this research were 

the metrics obtained on the test set: root mean square error (RMSE), mean absolute error (MAE), mean absolute 

percentage error (MAPE), and the coefficient of determination (R²). In the case of ARIMA, the Akaike Information 

Criterion (AIC) was also considered. To determine whether the metrics obtained were satisfactory, thresholds commonly 

used in the literature were referenced. According to Gutiérrez & De la Vara (2008) [23], R² values close to 100% are 

desirable, with 70% being the minimum recommended. Based on Klimberg et al. (2010) [24], a model with a MAPE of 

less than 10% is considered highly accurate. 
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For modeling with LSTM networks, four approaches were tested: a univariate-unistep approach using the closing 

price as the sole predictor; a multivariate-unistep approach using the six variables provided by Investing as predictors; 

a multivariate-unistep approach applying the PFI method of Fisher et al. (2019) [25] to select the three most relevant 

features; and a univariate-multistep approach. Various combinations of hyperparameters (number of LSTM layers and 

Dropout layers, Dropout rate, LSTM units, learning rate, batch size, number of epochs, number of steps in the input, 

and percentage of data dedicated to training) were tested to predict the closing price of the cryptocurrencies under study. 

For the hybrid ARIMA-LSTM model, the ARIMA configurations with the best performance—corresponding to each 

training percentage—were selected, and the same LSTM configuration as in the individual model was used. Two 

approaches were addressed: univariate-unistep and univariate-multistep. In the proposed hybrid model, both the ARIMA 

model and the LSTM networks were trained with the same training data. The ARIMA model generated the initial 

predictions of the time series, and the LSTM networks were trained to predict the residuals generated by ARIMA. 

Additionally, for both the LSTM networks and the hybrid model, an analysis was performed to forecast values outside 

the historical data used—i.e., data beyond the test set. 

For the discussion of the results, the findings obtained in this research were contrasted with those from other authors. 

Finally, conclusions were drawn, summarizing the results obtained. The procedure is shown in Figure 1. 

 

Figure 1. Research procedures 

4. Results 

4.1. Data Collection, Exploratory Analysis and Data Preprocessing 

BTC, LTC, and ETH were selected as they are three of the ten most recognized and capitalizable cryptocurrencies in 

the market [2]. The historical data were extracted from the Investing platform, recorded in USD, with a daily frequency. 

The data collection periods are shown in Table 1. 

Table 1. Collection periods for BTC, LTC and ETH cryptocurrencies 

Cryptocurrency 
Data collected 

Home End Quantity 

BTC 18/07/2010 30/10/2024 5219 

LTC 24/08/2016 30/10/2024 2990 

ETH 10/03/2016 30/10/2024 3157 

The Investing.com platform provides six variables for the historical data of cryptocurrencies: 

● Opening price: Initial price recorded on a given day 

● Closing price: Final or closing price recorded on a given day 

● Maximum price: Highest price reached during the day 

● Minimum price: Lowest price reached during the day 

● Volume: Represents the flow of transactions measured in monetary units during the day 

● % Variation: Represents the daily variability of the cryptocurrency 

According to Regal et al. (2019) [26], in the cryptocurrency market, the variable typically targeted for prediction is 

the closing price or closing price. In this study, this will also be the variable to be predicted. 
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The exploratory analysis focused on identifying missing data and outliers. Table 2 shows the percentage of missing 

data for the three cryptocurrencies. For this, the criteria of Dagnino (2014) [27] were followed, which establish that a 

percentage below 10% is acceptable for the validity of data usage, as a higher percentage may introduce significant bias. 

Table 2. Percentage of missing data for BTC, LTC and ETH 

Cryptocurrency 
Percentage of missing data 

Closing Opening Max. Min. Vol. % var. 

BTC 0.00% 0.00% 0.00% 0.00% 0.11% 0.00% 

LTC 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 

ETH 0.00% 0.00% 0.00% 0.00% 0.25% 0.00% 

As shown in Table 2, no variable exceeds 1%, making all variables valid for use. To identify outliers, Boxplot 

diagrams were used. Figure 2 presents the Boxplots for the closing price of BTC, LTC, and ETH. While several outliers 

appear in the data, they were not considered anomalies due to the high inherent volatility of cryptocurrencies. 

 

Figure 2. Boxplot Plots for the Closing Price of BTC, LTC and ETH  

For the treatment of missing data, since the percentage was null or very low for all variables, the k-nearest neighbor 

(KNN) imputation method was applied. A value of k = 3 was chosen, as Nuñez Sánchez (2023) [28] recommended 

using an odd k and notes that this value is directly proportional to bias and computation time. After imputation, it was 

verified that the statistics of the variables with missing data (BTC volume and ETH volume) had not been significantly 

altered. The results are shown in Table 3, where the variation is observed to be less than 1%. Therefore, the data was 

considered valid for model design. 

Table 3. Percentage change in statistics after imputation 

Percentage change in statistics 

Variable BTC volume ETH Volume 

Mean -0.11% -0.24% 

Standard deviation -0.06% -0.13% 

Minimum 0.00% 0.00% 

Maximum 0.00% 0.00% 

4.2. Design of ARIMA Models 

The data was scaled to a range from -1 to 1 to facilitate training, as normalization helps prevent overfitting and avoid 

bias. For partitioning the training and test sets, different ratios were tested: 80–20%, 85–15%, and 90–10%. Regarding 

the ARIMA hyperparameters “p,” “d,” and “q,” values in the ranges of 0 to 5 for “p” and “q,” and 0 to 2 for “d” were 

explored. These ranges were selected because values above those thresholds reduce the model’s ability to abstract the 

linear behavior of the time series. 

Likewise, the Akaike Information Criterion (AIC) was used to evaluate performance, as the optimization of ARIMA 

must balance predictive accuracy with model simplicity and computational cost. Additionally, performance was assessed 

using the metrics obtained on the test set. 

After experimentation, it was observed that the best results were obtained with 90% of the data used for training and 

10% for testing in the case of BTC, and with 85% for training and 15% for testing in the cases of LTC and ETH. Table 

4 presents the selected ARIMA configurations along with their corresponding test set performance metrics.  
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Table 4. Selected ARIMA models and metrics obtained in the test set 

Cryptocurrency Model AIC RMSE MAE MAPE R2 

BTC (3, 2, 0) -23526.04 $9683.78 $7102.32 13.79% 64.03% 

LTC (4, 0, 2) -9282.81 $11.20 $8.70 11.71% -38.80% 

ETH (5, 2, 1) -11477.21 $555.29 $451.47 16.99% 34.18% 

As shown in Table 4, MAPE values between 10% and 20% were obtained, which, according to Klimberg et al. (2010) 

[24], indicate a good forecast. However, the R² values are below 70%—and even negative in the case of LTC—

indicating that the ARIMA model explains little or none of the variability in the data. This makes it an inefficient model 

for predicting cryptocurrency prices, which exhibit volatile nature and highly nonlinear patterns. 

4.3. Design of LSTM Networks  

For the LSTM networks, three unistep approaches were addressed: a univariate approach using the "Closing Price" 

as the sole predictor; a multivariate approach using the six variables provided by Investing as predictors; and another 

multivariate approach in which the Permutation Feature Importance (PFI) method by Fisher et al. (2019) [25] was 

applied to select the three most relevant features for predicting the closing price. A univariate-multistep approach was 

also explored, and its results are presented below to compare performance with the hybrid model. During data 

preprocessing and model training, models with the highest predictive capacity were prioritized, as well as features with 

high importance according to the PFI method. 

Before designing the models, the data was scaled to the range [-1, 1] to improve training stability and ensure that 

variables in multivariate models were on the same scale. The data was divided into training and test sets, with ratios of 

80–20%, 85–15%, and 90–10% tested. The optimizer used was ADAM, and the loss function was Mean Square Error 

(MSE), both widely used in the literature and supported by studies such as López (2023) [3], and Yu (2024) [5], 

Arranz Barcenilla (2022) [29]. 

After experimentation, the best training–testing ratios were determined to be 85–15% for BTC and LTC, and 80–

20% for ETH, as these partitions yielded more favorable performance metrics. The best-performing configuration 

consisted of 1 input step, 2 LSTM layers with a 20% dropout rate, 750 LSTM units, a learning rate of 0.00009, and 

batch size and epochs set to 70. Additionally, the experimentation revealed that LSTM networks appear to be particularly 

sensitive to the following hyperparameters: number of input steps, number of LSTM units, learning rate, batch size, and 

training percentage. 

For the PFI method, RMSE was selected as the reference metric. As this is a regression model, RMSE is closely 

aligned with the objective of minimizing variability relative to actual data. Four iterations were conducted for each 

cryptocurrency to obtain average results. The three most important variables—"Closing," "Maximum," and 

"Minimum"—were found to be the same across all three cryptocurrencies. The feature importance results are shown in 

Table 5, and the test set metrics for the three LSTM approaches are presented in Table 6. 

Table 5. Feature Importance for multivariate LSTM models 

BTC LTC ETH 

Variable FI Variable FI Variable FI 

Closing 45.60 Closing 3.45 Maximum 13.98 

Maximum 34.30 Maximum 2.41 Closing 11.72 

Minimum 24.71 Minimum 1.92 Minimum 9.09 

Opening 17.00 Opening 1.87 Opening 8.23 

% var. 1.00 % var. 1.26 % var. 1.15 

Vol. 1.00 Vol. 1.00 Vol. 1.00 

Table 6. LSTM network metrics obtained on test set 

Cryptocurrency Model RMSE MAE MAPE R2 

BTC 

Univariate $1159.99 $729.35 1.76% 99.60% 

Multivariate $1149.80 $741.40 1.83% 99.61% 

Multivariate with PFI $1161.73 $730.06 1.77% 99.60% 

LTC 

Univariate $2.54 $1.66 2.23% 92.86% 

Multivariate $2.55 $1.70 2.29% 92.81% 

Multivariate with PFI $2.59 $1.68 2.26% 92.58% 

ETH 

Univariate $75.30 $49.21 1.98% 98.80% 

Multivariate $75.16 $49.04 1.99% 98.80% 

Multivariate with PFI $75.69 $48.87 1.97% 98.78% 



HighTech and Innovation Journal         Vol. 6, No. 2, June, 2025 

493 

 

In general, it was observed that LSTM networks demonstrated higher predictive performance than ARIMA models, 

with MAPE values around 2%. This indicates that the error relative to the mean has a maximum representative variation 

of 2%, which, according to Klimberg et al. (2010) [24], qualifies as highly accurate forecasting. In terms of R², values 

above 92% were obtained—exceeding 98% and even 99% for ETH and BTC, respectively. This reflects a high 

proportion of explained variance in the predicted variable based on its input data. 

Similarly, the RMSE and MAE metrics also showed superior performance. For instance, in the univariate model for 

BTC, LSTM achieved an RMSE of $1,159.99 and an MAE of $729.35, compared to ARIMA’s $9,683.78 and $7,102.32. 

For LTC, LSTM achieved RMSE and MAE values of $2.54 and $1.66, versus $11.20 and $8.70 with ARIMA. For ETH, 

LSTM obtained RMSE and MAE values of $75.30 and $49.21, compared to ARIMA’s $555.29 and $451.47. These 

results highlight the strong predictive ability of LSTM networks to capture complex and highly nonlinear patterns, which 

is illustrated in Figure 3, where the actual and predicted values from the univariate-unistep approach appear to overlap, 

indicating a highly accurate fit. 

Regarding the unistep approaches, no significant performance differences were observed among the cryptocurrencies 

studied. However, this research favors univariate models due to their less complex structure, which still delivers high 

performance. Slightly better metrics were observed for BTC and LTC using univariate models. 

As for the PFI method, similar metrics were obtained when compared with the multivariate models without PFI. In 

some cases, slightly lower MAE and MAPE values were achieved, suggesting that PFI is a useful approach in this 

context, as it maintains strong performance while reducing model complexity. Additionally, PFI can be applied in other 

scenarios involving sentiment data, economic indicators, or multiple predictors, helping to select the most relevant 

features while reducing both model complexity and processing time. 

  

 

Figure 3. Behavior of the LSTM model on the test set for BTC, LCT and ETH 

4.4. Design of Hybrid Models  

Hybrid models are proposed with the objective of leveraging the strengths of individual models. In this research, a 

hybrid approach combining the ARIMA model with LSTM networks is proposed. As noted by Bouteska et al. (2024) 

[10], the central idea is to combine ARIMA’s ability to extract linear patterns with LSTM’s ability to capture complex 

or highly nonlinear patterns. 

The proposed approach is described as follows: with the preprocessed data, the ARIMA model is fitted and generates 

predictions that capture the linear component of the series L(t). By comparing the ARIMA predictions with the actual 

values, the residuals—which represent the nonlinear component of the series N(t)—are obtained. These residuals are 

then predicted using LSTM networks. Finally, both the linear component predicted by ARIMA and the nonlinear 

component predicted by LSTM are added together to obtain the hybrid predictions. 
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This approach has already been applied in previous research such as Fan et al. (2021) [21], Pierre et al. (2023) [9], 
and Xu et al. (2022) [8], where it was observed that the hybrid ARIMA + LSTM model outperformed the individual 
models. The general representation is shown in Equation (1) and illustrated in the diagram in Figure 4. 

HYBRID = residuals[(ARIMA(p, d, q)] + LSTM(mShortTerm,mLongTerm) (1) 

Regarding the architectures, the training-testing percentages of the LSTM networks were used, i.e. 85-15% for BTC 
and LTC and 80-20% for ETH. As mentioned earlier, these partitions showed better performance in the initial training 
phases, as reflected in the error metrics. The ARIMA configurations used were those that showed the best performance 
during experimentation for each training percentage: (0, 2, 0) for BTC, (4, 0, 2) for LTC, and (2, 2, 4) for ETH. The 

LSTM configuration matched the one used in the individual univariate model, as it performed well with lower 
complexity. 

 

Figure 4. Hybrid model procedure 

The performance metrics obtained on the test set for the hybrid model are shown in Table 7. Figure 5 compares the 
actual and predicted values, where the hybrid model's results were observed to be graphically similar to those of the 
LSTM network.  

Table 7. Hybrid model metrics obtained on test set 

Cryptocurrency RMSE MAE MAPE R2 

BTC $1157.47 $726.21 1.75% 99.60% 

LTC $2.53 $1.67 2.23% 92.92% 

ETH $75.88 $49.71 1.99% 98.78% 

 

  

 

Figure 5. Behavior of the Hybrid model on the test set for BTC, LCT and ETH 
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The metrics of the hybrid model are also similar to those of the LSTM networks, with MAPE values around 2% and 
R² values exceeding 92%. However, the Bootstrap method—widely used in robust statistics and algorithm comparison—
was applied, revealing statistically significant differences in some metrics between the hybrid model and the LSTM 

network. At a 95% confidence level, the mean difference in MAE was 4.4190, with a confidence interval ranging from 
0.8555 to 8.1133, indicating a statistically significant difference. 

Similarly, for the MAPE metric, the mean difference was 0.0002, with a 95% confidence interval from 0.0000 to 

0.0003—also statistically significant. In contrast, no significant difference was found for the RMSE metric, where the 

mean difference was 1.6604 and the confidence interval ranged from -1.6831 to 4.7555 (as the interval includes 0). For 

R², the mean difference was -0.0000 with a confidence interval from -0.0000 to 0.0000, suggesting no statistically 

significant difference. Nonetheless, the hybrid model showed slightly better numerical values, which can be observed 

graphically in Figure 6. 

 

 

Figure 6. Bootstrap distribution of the MAE and MAPE metrics of the difference (LSTM - Hybrid), for BTC 

4.5. LSTM and Hybrid Model Performance in Multi-step Predictions 

To further compare the predictive ability of both models, multi-step predictions were performed over 5 days. Table 

8 shows the overall performance metrics on the test set for both models, while Table 9 breaks down the results by 

prediction step. 

Table 8. General metrics obtained on the test set for multi-step predictions (5 steps)  

Cryptocurrency Model RMSE MAE MAPE R2 

BTC 
LSTM $1920.46 $1262.26 3.14% 98.89% 

Hybrid $1925.56 $1242.36 3.03% 98.89% 

LTC 
LSTM $4.28 $2.83 3.86% 79.82% 

Hybrid $4.53 $3.21 4.30% 77.41% 

ETH 
LSTM $128.69 $84.18 3.39% 96.50% 

Hybrid $129.36 $84.87 3.40% 96.45% 
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From Table 8, it can be seen that both models generally achieve MAPE values around 4% and R² values above 77%, 

reaching a maximum of 98% for BTC. These results are considered good performance levels in the literature, with 

efficient predictability demonstrated by MAPE values below 10% and determination coefficients exceeding 77%, 96%, 

and 98% for LTC, ETH, and BTC, respectively. For LTC, the LSTM model showed slightly better performance than 

the hybrid model, while for BTC and ETH no considerable differences were observed. This is further reflected in Table 

9, where metrics are broken down for each of the 5 steps. 

Table 9. Per-step metrics obtained on the test set for multi-step predictions 

Cryptocurrency Step 
LSTM Hybrid 

RMSE MAE MAPE R2 RMSE MAE MAPE R2 

BTC 

1 $1151.86 $761.43 1.93% 99.60% $1150.21 $727.60 1.77% 99.60% 

2 $1545.49 $1024.14 2.57% 99.28% $1554.46 $1009.44 2.47% 99.27% 

3 $1908.94 $1287.78 3.20% 98.91% $1916.04 $1273.95 3.11% 98.90% 

4 $2211.76 $1520.12 3.77% 98.54% $2219.22 $1499.73 3.66% 98.53% 

5 $2487.90 $1717.82 4.23% 98.15% $2490.67 $1701.10 4.15% 98.15% 

LTC 

1 $2.62 $1.72 2.32% 92.48% $2.57 $1.73 2.31% 92.77% 

2 $3.47 $2.36 3.20% 86.76% $3.56 $2.55 3.44% 86.05% 

3 $4.29 $2.96 4.04% 79.71% $4.42 $3.27 4.40% 78.40% 

4 $4.87 $3.35 4.57% 73.85% $5.21 $3.86 5.19% 70.01% 

5 $5.53 $3.78 5.17% 66.09% $6.04 $4.62 6.18% 59.58% 

ETH 

1 $75.33 $49.22 1.99% 98.80% $75.48 $49.39 1.99% 98.80% 

2 $104.18 $68.88 2.79% 97.71% $104.60 $69.44 2.79% 97.69% 

3 $127.20 $86.82 3.50% 96.58% $127.91 $87.78 3.51% 96.53% 

4 $148.84 $101.27 4.08% 95.31% $149.72 $102.18 4.08% 95.24% 

5 $167.17 $114.72 4.62% 94.07% $168.08 $115.55 4.61% 93.99% 

Likewise, performance was tested on data outside the historical data used—specifically, for 5 future days from 

10/31/2024 to 11/04/2024. The MAPE values for the predicted data from both models are shown in Table 10. For BTC, 

the LSTM model had the lowest error with a MAPE of 2.06% and an RMSE of $1,519.64. For LTC, the hybrid model 

performed better, with a MAPE of 1.80% and RMSE of $1.50. For ETH, both models performed similarly, with the 

hybrid model slightly outperforming LSTM with a MAPE of 7.52% and RMSE of $189.86. 

In general, MAPE values are below 10%, described in the literature as highly accurate forecasts, corroborating the 

good performance of the Hybrid and LSTM models for predicting the closing price of cryptocurrencies. 

Table 10. RMSE and MAPE of predicted values by LSTM and Hybrid 

Cryptocurrency Model RMSE MAPE 

BTC 
LSTM $1519.64 2.06% 

Hybrid $2181.61 2.98% 

LTC 
LSTM $4.35 5.38% 

Hybrid $1.50 1.80% 

ETH 
LSTM $192.19 7.57% 

Hybrid $189.86 7.52% 

5. Discussion of Results  

The approach adopted in this research centers on a hybrid LSTM+ARIMA model. The core objective of this work 

is to evaluate the capacity and performance of predictive tools—specifically, LSTM networks, which are known for 

their ability to model time series and capture highly complex relationships, and the ARIMA model, which excels at 

identifying and expressing linear relationships through regression-based methods. While the general processes of data 

handling, LSTM training, and ARIMA parameterization are framed within the CRISP-DM methodology, the elements 

of innovation and novelty contributed by this study lie in the construction of the hybrid model itself. 
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This model, developed by the authors, operates by generating a reference line with a slope defined by ARIMA, which 

captures the core linear behavior of the time series. The residuals—representing what ARIMA cannot explain—are then 

predicted by the LSTM network and added to the baseline. This combination produces a final prediction that leverages 

the strengths of both components, achieving a more comprehensive and accurate forecast by integrating the linear 

structure modeled by ARIMA with the nonlinear dynamics captured by LSTM. 

The results of the research show that the ARIMA model is deficient for the prediction of complex time series such 

as cryptocurrency prices, obtaining MAPE values above 10% and R² values below 70%, even reaching negative values 

in the case of LTC. These results fall outside the thresholds recommended by Klimberg et al. (2010) [24] and Gutiérrez 

& De la Vara (2008) [23]. This finding also aligns with the results obtained by Azari (2019) [4], who noted that ARIMA 

models perform better in sub-periods with a single trend or more linear patterns but are not suitable for time horizons 

characterized by numerous fluctuations or complex patterns, such as those inherent to the volatile nature of 

cryptocurrencies. Specifically for ETH, ARIMA obtained an RMSE of $555.29 and a MAPE of 16.99%, results similar 

to those reported by Mangiwa et al. (2025) [15], who obtained an RMSE of $649.702 and a MAPE of 15.01%, and 

emphasized that ARIMA models perform better for short-term predictions. The limitations of ARIMA in cryptocurrency 

forecasting are also evident in Yu’s (2024) [5] research, which compared deep learning (DL) models with traditional 

models, concluding that LSTM achieves MAPE values between 6% and 8%, whereas ARIMA reaches MAPE values 

between 62% and 210%. 

LSTM networks, on the other hand, are designed to efficiently handle long-term temporal dependencies, such as 

price changes that may be influenced not only by recent days but also by events from weeks or months earlier. This 

characteristic inspired the development of such recurrent networks, which can retain relevant information over time 

through their input, forget, and output gates. These mechanisms make LSTM networks more robust than traditional 

recurrent neural networks (RNNs). Additionally, LSTM networks can learn to filter out irrelevant information during 

training, proving more resistant to noise than other models. This is particularly advantageous for modeling the behavior 

of cryptocurrency prices, which are highly nonlinear and chaotic, responding to news, speculation, social media (e.g., 

tweets), regulation, and more. 

The LSTM networks demonstrated strong predictive capability, achieving MAPE values around 2% and R² values 

above 92% in the case of LTC—and even higher than 98% and 99% for ETH and BTC, respectively. These results are 

consistent with the findings of Lambis et al. (2023) [6], who reported MAPE values of 2.71% and 3.31%, and R² values 

of 98.68% and 98.85% for BTC and ETH, respectively. Regarding the unistep models, no substantial differences were 

observed among the three approaches. However, considering model complexity, this research recommends the 

univariate model. The PFI method proposed by Fisher et al. (2019) [25] also showed slightly improved performance in 

the multivariate models for BTC and LTC and reduced model complexity for ETH while maintaining comparable 

performance. This supports its usefulness in selecting relevant predictor variables or features. 

The metrics obtained by the LSTM networks in this study are similar to—or even better than—those reported in 

existing literature on DL algorithms. For example, Kabo et al. (2025) [20] reported MAE, RMSE, and R² values of 

1253.24, 1717.65, and 96.02% for BTC prediction using LSTM, whereas this research achieved values of 729.35, 

1159.99, and 99.60%, respectively. Similarly, Tumpa & Maduranga (2024) [17] and Kaur et al. (2025) [19] reported 

MAPE values of 1.94%, 4.25%, and 1.85% (first study), and 3.54%, 7.65%, and 4.42% (second study) for BTC, LTC, 

and ETH, respectively—compared to 1.76%, 2.23%, and 1.98% in this research. 

The proposed ARIMA-LSTM hybrid model showed good performance, comparable to the LSTM networks, and was 

slightly better in the case of BTC. These findings are consistent with those of other researchers such as Pierre et al. 

(2023) [9], Fan et al. (2021) [21], and Xu et al. (2022) [8], who found substantial improvements with the hybrid approach 

over individual models—though their studies were not applied to cryptocurrency time series. Bouteska et al. (2024) 

[10], in their research on DL and hybrid models (ARIMA-LSTM and ARIMA-MLP) for cryptocurrency price 

prediction, observed that individual models performed better, and hybrid approaches are not always superior in every 

scenario. 

In multi-step predictions (five steps), both the LSTM and hybrid models achieved MAPE values between 3% and 

4.3%, and R² values above 77% for LTC and higher than 96% and 98% for ETH and BTC, respectively. These metrics 

are considered valid and indicative of good performance according to the literature. The results of both models were 

similar, with the hybrid model performing slightly better for BTC and the LSTM network performing slightly better for 

LTC and ETH. 

In predictions made on data outside the historical data, the LSTM model had the best performance for BTC, with a 

MAPE of 2.06% and an RMSE of $1,519.64. For LTC, the hybrid model performed best, with a MAPE of 1.80% and 
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an RMSE of $1.50. For ETH, both models produced similar results, with the hybrid model slightly outperforming LSTM, 

yielding a MAPE of 7.52% and an RMSE of $189.86. 

The degradation in prediction accuracy as the number of forecast steps increases is due to the high volatility of 

cryptocurrencies. This is corroborated in Table 9, which shows the step-by-step breakdown of metrics for all 

cryptocurrencies. Nevertheless, the predictions remain within the recommended thresholds by Klimberg et al. (2010) 

[24], with MAPE values under 10%—considered highly accurate. Likewise, the R² values comply with the guidelines 

of Gutiérrez & De la Vara (2008) [23], who recommend R² values close to 100%, with a minimum acceptable value of 

70%, except in the case of LTC, where R² fell below 70% at the fifth step for both models. 

For trading applications, it is recommended to develop a system capable of collecting real-time data, including 

exogenous variables such as sentiment indicators and macroeconomic data. Furthermore, confidence intervals should 

be established based on the level of risk aversion the user is willing to tolerate. 

6. Conclusion 

The hybrid ARIMA-LSTM model demonstrated competitive performance in predicting cryptocurrency prices, 

excelling in both single-step and multi-step (five-step) forecasts, as well as in extrapolations beyond historical data. In 

comparative terms, the hybrid approach achieved accuracy metrics similar to those of pure LSTM networks, consistently 

outperforming the ARIMA model. LSTM networks, due to their ability to capture complex temporal dependencies, 

delivered outstanding performance—achieving MAPE values close to 2% and coefficients of determination (R²) 

exceeding 92% for Litecoin (LTC), 98% for Ethereum (ETH), and 99% for Bitcoin (BTC). These results demonstrate 

their capacity to adapt to the high volatility inherent in cryptocurrencies, effectively recognizing non-linear patterns and 

hidden trends. 

In contrast, the ARIMA model exhibited significant limitations, as reflected in MAPE values above 10% and R² 

values below 70%—even negative in the case of LTC. This indicates that ARIMA’s capacity to model nonlinear time 

series is insufficient, particularly in high-volatility contexts. The inferior performance of ARIMA compared to both the 

LSTM and hybrid models confirms that traditional time series modeling techniques are inadequate for complex data 

such as cryptocurrency prices. In conclusion, the hybrid ARIMA-LSTM model positions itself as a robust solution by 

combining the strengths of both approaches. However, it is acknowledged that further optimization of hyperparameters 

and exploration of alternative architectures could enhance its predictive accuracy even more. 
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