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Abstract 

This study examines the vocabulary characteristics of TOEIC Listening materials to support the development of more 

targeted English language teaching resources for EFL learners, particularly in Thai higher education. Using a corpus-based 

approach, we collected and analyzed a representative dataset of TOEIC preparation texts with a custom-built Python tool 

for vocabulary profiling. The tool performed key tasks such as frequency analysis, concordance generation, n-gram 

extraction, collocation detection, and CEFR-level classification. The vocabulary items were categorized using established 

lists, including the General Service List (GSL), Academic Word List (AWL), and CEFR levels. Results reveal that basic 

(K1) and function words dominate the materials, while a substantial proportion of off-list and domain-specific vocabulary 

was also identified. Most words fall within the B1 proficiency level, suggesting intermediate-level accessibility. The study 

contributes a novel, automated vocabulary profiling framework that integrates linguistic metrics and CEFR-based 

classification, offering practical implications for curriculum design, test preparation, and vocabulary instruction. This 

approach enhances the precision and efficiency of material evaluation, bridging the gap between test content and learner 

needs. The findings highlight the potential of automated tools to improve vocabulary-focused teaching strategies and 

inform language assessment practices in EFL contexts. 
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1. Introduction 

Vocabulary knowledge is a fundamental component of language proficiency, particularly in listening comprehension 

for English as a Foreign Language (EFL) learners. In standardized assessments like the TOEIC (Test of English for 

International Communication), vocabulary mastery plays a crucial role in understanding spoken input, especially in 

professional and workplace-related contexts. Scholars have emphasized that lexical competence often outweighs 

grammatical accuracy in determining communicative effectiveness, especially in real-world tasks involving listening [1-

3]. For Thai EFL learners, the challenge of comprehending authentic listening materials is often exacerbated by limited 

exposure to academic and domain-specific vocabulary [4, 5]. 

Vocabulary proficiency is essential for success in the TOEIC Listening section, as practical vocabulary knowledge 

directly impacts listening comprehension in EFL context. Researchers consistently argue that vocabulary is the 

fundamental building block of language learning, asserting that communicative effectiveness depends significantly more 
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on lexical knowledge than grammatical accuracy [1, 3, 5]. Accordingly, a limited vocabulary often severely restricts 

learners’ abilities to understand spoken English, particularly in contexts that simulate authentic communication [6]. 

Previous studies have explored vocabulary demands in general English proficiency tests and classroom contexts [7, 

8]), but limited attention has been given to vocabulary profiling specifically in TOEIC Listening sections. While 

traditional word lists like the General Service List (GSL) and the Academic Word List (AWL) remain foundational, 

recent research [9-11] calls for more nuanced lexical analysis of test materials using automated tools and frameworks 

like the CEFR (Common European Framework of Reference for Languages). Despite these advances, there is still a lack 

of comprehensive, automated studies that integrate GSL/AWL and CEFR-level classifications to analyze TOEIC 

Listening vocabulary in a systematic, reproducible manner. 

However, Thai EFL learners frequently encounter considerable difficulties in mastering listening comprehension, 

primarily due to insufficient vocabulary knowledge and limited exposure to authentic language contexts. Tran [4] 

emphasize that effective listening comprehension typically requires familiarity with at least 95% of the vocabulary in 

general listening tasks and approximately 98% in more specialized academic listening scenarios. This finding aligns 

with Laufer’s [7] research, underscoring that without adequate vocabulary coverage, learners struggle significantly to 

comprehend or infer meaning during listening activities. These lexical limitations often result in poor performance 

among Thai learners in standardized assessments such as the TOEIC. 

Because of these challenges, choosing the right vocabulary for teaching is very important, especially in higher 

education. Towns [12] pointed out that selecting vocabulary is not simple—it depends on many factors, such as lesson 

topics and students’ individual needs. Previous studies [2, 13] also shows that learning vocabulary in an organized way 

helps students use language more creatively and effectively. Because of this, there is a clear need for well-designed 

vocabulary lists based on research, which match learners’ levels and learning goals [14]. 

Multiple vocabulary lists have been developed to address learners’ diverse needs, ranging from general-purpose to 

specialized academic and technical vocabularies. Meebangsai et al. [5] categorized vocabulary into general, academic, 

and subject-specific types, exemplified by foundational lists such as West’s General Service List (GSL) [15] and 

Coxhead’s Academic Word List (AWL) [8]. Additionally, domain-specific vocabulary is vital for learners within 

technical fields, underscored by Seong & Cha [16] and supported through specialized studies within sectors such as 

information technology [17] and industry-specific terminology [18]. 

Automated vocabulary profiling tools are a promising development, especially as English teaching in Thailand 

continues to change due to new student needs and teaching methods. Recent studies suggest that modern approaches—

like focused vocabulary lessons, gamification, and interactive learning—can help students learn vocabulary more 

effectively [19-23]. These automated tools take things further by quickly analyzing and sorting vocabulary from TOEIC 

Listening materials, helping teachers identify the most useful words for their students. This way, educators can design 

more targeted lessons to improve vocabulary retention and understanding [9, 10, 24]. In the end, such tools could make 

a big difference in teaching methods, leading to better listening skills for Thai English learners.  

Addressing this gap, our study introduces an automated, Python-based vocabulary profiling system tailored to TOEIC 

Listening materials. By combining corpus-based methods with CEFR-aligned classification and computational analysis, 

we aim to provide insights into lexical coverage, difficulty levels, and pedagogically relevant word lists. This research 

contributes to both applied linguistics and language testing fields by offering a scalable method for evaluating test 

materials and designing vocabulary instruction for intermediate-level EFL learners. The findings have practical 

implications for curriculum development, test preparation, and language assessment strategies in EFL education. 

This study is anchored in three interrelated theoretical perspectives: lexical coverage theory, threshold vocabulary 

theory, and corpus linguistics. Lexical coverage theory [7] posits that learners must understand a certain percentage of 

words in a text—typically 95% for general comprehension and 98% for precise understanding—to engage effectively 

with listening or reading tasks. Complementing this, threshold vocabulary theory suggests that achieving specific 

vocabulary size benchmarks is essential for successful language acquisition and test performance [24, 25]. These 

perspectives justify the use of established word lists (GSL, AWL) and CEFR-levels in vocabulary profiling. Furthermore, 

the study adopts corpus linguistics as its methodological foundation, emphasizing data-driven language analysis to 

identify patterns in word frequency, collocations, and difficulty levels. The combination of these theoretical approaches 

supports the development of automated, scalable tools for assessing lexical demands in standardized test materials, 

particularly in high-stakes contexts like TOEIC Listening. 

2. Research Methodology 

This study follows a step-by-step approach to analyze the vocabulary used in TOEIC Listening materials (see Figure 

1). First, we collected listening questions from popular TOEIC preparation books to create a realistic and representative 

dataset. Next, we prepared the texts for analysis by formatting them in a way that allows for automated processing. We 

then used a custom Python tool called VocabProfiler to sort the words into different categories based on well-known 

vocabulary lists: the General Service List (GSL), the Academic Word List (AWL), and the Outside Word List (OWL). 

After that, we automatically classified the words by difficulty level using the Common European Framework of 
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Reference (CEFR). This helped us understand how complex the vocabulary in TOEIC Listening materials really is. 

Finally, we created visual charts and teaching resources to make the findings useful for educators and test designers. 

These tools can help improve vocabulary instruction and assessment methods. 

 

Figure 1. TOEIC Vocabulary profiling approach 

The vocabulary resources utilized in this study are drawn from TOEIC English practice exam materials found in 

widely recognized preparatory books and official test resources. These include Barron’s 600 Essential Words for the 

TOEIC [26], Collins Skills for the TOEIC Test: Listening and Reading [27], Collins Skills for the TOEIC Test: Speaking 

and Writing [27], ETS Tactics for TOEIC: Tapescripts and Answer Key [28], ETS TOEIC Speaking and Writing Sample 

Tests [29], ETS TOEIC Speaking and Writing Examinee Handbook [30], Kaplan IELTS 2009–2010 Edition [31], 

Longman Preparation Series for the TOEIC Test: Advanced Course (3rd ed.) [32], and TOEIC Prep Oxford [33]. These 

resources were selected for their comprehensive coverage of TOEIC-related vocabulary, their alignment with 

standardized test preparation materials, and their relevance in assessing English proficiency in workplace communication 

contexts. 

1. Barron’s 600 Essential Words for the TOEIC 

This book helps learners expand their vocabulary for the TOEIC test. It has 50 chapters, each focusing on workplace 

topics like marketing, finance, and HR. Words are introduced through readings, dialogues, and exercises to make 

learning practical. Activities like fill-in-the-blanks, synonyms, and sentence completions help reinforce the words. It is 

great for TOEIC test-takers, professionals, and intermediate to advanced learners who want to improve their business 

English. 

2. Collins Skills for the TOEIC Test: Speaking and Writing 

This book focuses on improving speaking and writing skills for the TOEIC exam. For speaking, it covers 

pronunciation, fluency, and clear communication. For writing, it teaches grammar, organization, and clarity. It includes 

practice tasks, model answers, and test strategies to help learners score higher. A useful guide for anyone preparing for 

the TOEIC Speaking and Writing sections. 

3. Collins Skills for the TOEIC Test: Listening and Reading 

A structured guide to boost listening and reading skills for the TOEIC. It helps learners understand work-related 

conversations, talks, and written texts like emails and reports. The book includes test strategies, grammar reviews, 

vocabulary exercises, and full practice tests. Ideal for test-takers who want to improve their comprehension and test 

performance. 

4. Collins Skills for the TOEIC Test: Speaking and Writing (Alternative Version) 

A practical book for TOEIC Speaking and Writing preparation. It teaches pronunciation, fluency, grammar, and how 

to structure answers. With sample responses, exercises, and workplace vocabulary, it helps learners give clear, well-

organized answers. It is good for test takers who need to improve their professional communication skills. 
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5. ETS Tactics for TOEIC: Tapescripts and Answer Key 

A supplementary book with full audio scripts and answer keys for TOEIC listening practice. Learners can analyze 

dialogues and monologues to improve pronunciation, intonation, and comprehension. The answer key helps with self-

checking and progress tracking. It is useful for those who want to refine their listening skills and test-taking strategies. 

6. ETS TOEIC Speaking & Writing Sample Tests 

An official guide with real practice tests, scoring rules, and sample answers for the TOEIC Speaking and Writing 

sections. It explains how to improve pronunciation, fluency, grammar, and coherence. The scoring guide helps learners 

understand what examiners expect. It is best for test takers who want structured practice and expert tips. 

7. ETS TOEIC Speaking and Writing Examinee Handbook 

This official guide explains the TOEIC Speaking and Writing test format, tasks, and scoring. It details 11 speaking 

tasks (like reading aloud and giving opinions) and eight writing tasks (like emails and essays). With sample questions 

and model answers, it helps learners prepare effectively. It is essential for anyone who is serious about improving their 

English for work. 

8. Kaplan IELTS 2009-2010 Edition 

A study guide for both IELTS Academic and General Training tests. It includes full practice tests with explanations, 

skill-building exercises, and strategies for all sections (Listening, Reading, Writing, Speaking). Also has grammar tips, 

vocabulary lists, and test-taking advice. It is great for students who want to boost their IELTS scores. 

9. Longman Preparation Series for the TOEIC Test: Advanced Course 

A complete guide for advanced TOEIC learners. It improves listening and reading with real TOEIC-style exercises. 

Listening practice includes conversations and talks, while reading covers skimming, scanning, and sentence completion. 

Full practice tests and answer explanations make it useful for self-study or classes. It is best for high-level learners who 

are aiming for top scores. 

10. TOEIC Prep Oxford 

A structured guide with authentic TOEIC practice tests to strengthen listening, reading, and vocabulary. It offers test 

strategies for better time management and accuracy. Audio recordings and online materials provide extra practice. It is 

ideal for test takers who want to improve their business English and overall TOEIC performance. 

Although the primary data sources were TOEIC-specific preparation books, we also included selected sections from 

adjacent resources such as the Kaplan IELTS 2009–2010 Edition. This decision was made based on the inclusion of 

listening tasks and vocabulary items that align closely with workplace communication and academic language—two 

domains commonly assessed in the TOEIC Listening section. These supplementary materials were carefully selected to 

ensure that only tasks reflecting TOEIC-like language use, topic coverage, and format were analyzed. This expanded 

corpus design enhances the lexical diversity and real-world applicability of the analysis without compromising TOEIC 

relevance. 

2.1. Data Collection and Preparation 

This study began by collecting TOEIC English test questions from the data sources specified in ten books. The 

collected data were then preprocessed and converted into a text file (txt format) to facilitate further analysis.  

2.2. Language Corpus Analysis 

A corpus-based analysis was conducted to examine the frequency of vocabulary usage. The Word List function was 

employed to quantify word occurrences, revealing a total of 45,099 word tokens and 5,918 unique word types in the 

dataset.  

2.3. Vocabulary Selection and Classification 

Vocabulary selection was performed based on lexical importance and communicative relevance, following the 

framework proposed by Biber et al. [34]. A total of 3,987 content words were identified for further classification. These 

words were categorized into three distinct lexical groups using the VocabProfile function implemented in the Python 

script and based on the conceptual framework provided by the VocabProfile software [35, 36]. 

 General Service List (GSL): Commonly used words in general communication [15]. 

 Academic Word List (AWL): Vocabulary frequently appearing in academic texts [37]. 

 Outside Word List (OWL): The Outside Word List (OWL) is a collection of words that do not appear in the 

primary vocabulary or target lexicon used for analysis, often highlighting less common or specialized terms.  
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2.4. Vocabulary Difficulty Analysis 

To determine the difficulty of the vocabulary, we used the Common European Framework of Reference for 

Languages (CEFR). The words were classified into six levels based on Cambridge Dictionaries Online [38], which 

defines each level as follows: 

 A1 (Beginner) – Can understand and use simple phrases for basic needs in familiar situations. 

 A2 (Elementary) – Can communicate in simple English for everyday tasks. 

 B1 (Intermediate) – Can handle workplace conversations, read simple reports, and write professional emails. 

 B2 (Upper-Intermediate) – Can interact effectively in professional and international settings. 

 C1 (Advanced) – Can understand and use complex language in both work and academic contexts. 

 C2 (Mastery) – Has near-native fluency and can participate fully in academic, professional, and social discussions. 

For this study, Cambridge Dictionaries Online was the main source for assigning words to these CEFR levels.  

2.5. Vocabulary List Preparation  

We organized the vocabulary analysis results into a clear table showing word frequencies and difficulty levels. Based 

on this, we also created a specialized word list for the TOEIC Listening test. In selecting the words, we followed Laufer’s 

[7] principle of lexical coverage, which states that learners need to know at least 95% of the words in a text to understand 

it well. Using this guideline, we focused on high-frequency words to build the most useful vocabulary list for TOEIC 

listening practice. 

This study presents a Python script that replicates several core functionalities of AntConc [39], such as generating 

word frequency lists, creating KWIC concordance lines, identifying n-grams, and detecting collocations through 

pointwise mutual information, along with performing keyword analysis. Developed using Python 3.x and the NLTK 

library, the script processes text files—such as those containing exam questions—by executing a series of automated 

analyses with output printed to the console, while also allowing modifications to export results to files. Its design 

facilitates automated batch processing, offers customizable analysis parameters, and enables seamless export of results, 

thereby providing a flexible and efficient alternative to traditional corpus analysis tools. 

First, we sort words into different groups, such as GSL, AWL, and OWL (along with other categories like NAWL 

and technical terms). Then, we pick the top 20 most frequent words from each group. To analyze the text more 

effectively, we use an improved EnhancedVocabProfiler class, which helps load files smoothly and handles errors 

properly. 

Next, we calculate various language metrics, including: 

 Type-token ratio (how diverse the vocabulary is); 

 Lexical density (the proportion of meaningful words); 

 POS distribution (the breakdown of parts of speech); 

 Average word length; 

 Number of unique words. 

We also evaluate vocabulary difficulty by checking the ratios of basic, academic, and technical words. To get deeper 

insights, we compare word frequency data from AntConc with vocabulary levels to identify important word categories. 

Finally, we create visual summaries—like pie charts, bar graphs, and interactive tables—to make the data easier to 

understand. The results are saved in different formats, such as: 

 Excel files (with separate sheets for different analyses); 

 Interactive Jupyter notebooks; 

 HTML guides. 

Additionally, we prepare teaching materials that include real-world examples, common word pairs (collocations), 

and how often specific words appear.  

2.6. Tool Validation and Benchmarking  

To ensure the accuracy and reliability of our Python-based vocabulary profiling tool, we conducted a benchmarking 

test against the established corpus analysis software AntConc (version 3.5.9). A sample dataset of 5,000 TOEIC listening 
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tokens was analyzed using both tools for three primary functions: word frequency distribution, n-gram extraction, and 

keyword-in-context (KWIC) concordances. The resulting word lists and frequency ranks from both systems showed over 

98% overlap in token types and identical ordering for the top 100 words. Minor differences arose from differences in 

punctuation stripping, stopword filtering, and text preprocessing methods (e.g., lemmatization and casing). These 

differences were expected and documented. Overall, the benchmarking results confirm that our tool produces output 

equivalent in accuracy to standard corpus tools, while offering additional extensibility for CEFR-level classification, 

error logging, and automated output formatting. 

3. Results  

This section presents the results of our study on the vocabulary used in TOEIC Listening materials. First, we looked 

at how often different words appear. We found that many common, basic words are used frequently, but there are also a 

significant number of specialized and less common terms. Next, we categorized the vocabulary using well-known 

reference lists, such as the General Service List (GSL), Academic Word List (AWL), and CEFR levels. This enabled us 

to identify which words are essential for learners and to gauge the difficulty of the listening materials. We also used 

advanced measures, such as type-token ratios and readability scores, to analyze the language complexity. Overall, these 

findings give us a clearer picture of the vocabulary in TOEIC Listening tests. They also highlight important patterns that 

can help teachers design better English courses and tailor instruction for EFL learners. 

3.1. Vocabulary Analysis Results (Top 20) 

This study has employed a cross-sectional study design in order to examine the in-service postgraduate science 

teachers’ belief, concern, and practice towards SWMR. Salkind [40] and Sedgwick [41] are of the view that the cross-

sectional studies which often uses questionnaire surveys as comparatively inexpensive and quick to conduct at one point 

in time. 

Table 1 shows the 20 most common content words in the corpus, giving us a clear picture of vocabulary patterns. 

The data highlights that test-related words appear most often, with “test” (8.17%) and “questions” (8.12%) being the top 

two. This suggests a strong focus on assessment, as we also see other exam-related words like “choice” (5.82%), 

“correct” (5.42%), and “practice” (4.53%). Other frequent words relate to instructions and organization, such as “part” 

(5.74%), “time” (5.47%), and “response” (4.52%). References to people—like “man” (5.23%), “narrator” (5.12%), and 

“woman” (4.86%)—are also common. Additionally, skill-based terms like “speaking” (3.98%) and “writing” (3.37%) 

appear, though less frequently. Overall, the word frequencies indicate that the texts are mostly educational and 

assessment-focused, with a strong emphasis on instructions, test-taking, and evaluation. 

Table 1. Top 20 Most Frequent Content Words  

Rank Word Frequency Percentage 

1 test 2160 8.17 

2 questions 2146 8.12 

3 choice 1539 5.82 

4 part 1516 5.74 

5 words 1490 5.64 

6 time 1445 5.47 

7 correct 1431 5.42 

8 man 1381 5.23 

9 narrator 1353 5.12 

10 information 1299 4.92 

11 woman 1284 4.86 

12 practice 1197 4.53 

13 response 1195 4.52 

14 get 1132 4.28 

15 speaking 1052 3.98 

16 one 1035 3.92 

17 number 983 3.72 

18 people 954 3.61 

19 task 943 3.57 

20 writing 890 3.37 
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3.2. Integrated Text Analysis and Visualization Framework  

Our tool is a Python-based framework for analyzing and visualizing text, with a focus on vocabulary assessment and 

linguistic features. The main component is the TextAnalysisVisualizer class, which combines NLP functions (using 

NLTK) and visualization libraries like Matplotlib, Seaborn, and Plotly. 

The system analyzes texts in multiple ways, including: 

 Vocabulary profiling (based on CEFR levels and GSL/AWL word lists); 

 Text preprocessing (expanding contractions, removing stopwords, etc.); 

 Data visualization (word frequency charts, word clouds, vocabulary level comparisons). 

Results can be exported to Excel for deeper analysis. The code follows object-oriented design principles for better 

organization and reusability, with strong error handling to ensure reliability. 

This framework is especially useful for educational purposes, such as evaluating teaching materials or assessing 

vocabulary difficulty. It brings together multiple Python libraries effectively, following best practices in NLP and data 

visualization for academic research. 

The frequency analysis of content words reveals a distinctive pattern in the corpus, with “man” emerging as the most 

frequent term (7.87%), closely followed by “narrator” (7.71%), “information” (7.40%), and “woman” (7.31%). The 

distribution demonstrates a notable emphasis on human subjects and narrative elements, with action-oriented verbs like 

“get” (6.45%) and general quantifiers such as “one” (5.89%) and “people” (5.43%) featuring prominently. The data 

further indicates a significant presence of cognitive and perceptual verbs, including “think” (4.12%) and “see” (3.55%), 

alongside modal auxiliaries such as “may” (4.61%) and “would” (4.17%) as shown in Table 2, Figure 2, and 3. The 

frequencies of these terms, ranging from 1,381 to 599 occurrences, suggest a text corpus heavily focused on human 

interaction, information processing, and narrative perspective, with the cumulative percentage of these top 20 words 

accounting for approximately 100% of the analyzed content words. 

Table 2. Top 20 Most Frequent Content Words (Excluding Stopwords)  

Rank Word Frequency Percentage 

1 man 1381 7.87 

2 narrator 1353 7.71 

3 information 1299 7.4 

4 woman 1284 7.31 

5 get 1132 6.45 

6 one 1035 5.89 

7 people 954 5.43 

8 new 839 4.78 

9 may 809 4.61 

10 like 800 4.56 

11 work 762 4.34 

12 would 733 4.17 

13 think 724 4.12 

14 need 684 3.9 

15 two 682 3.88 

16 make 641 3.65 

17 see 623 3.55 

18 track 621 3.54 

19 take 603 3.43 

20 verb 599 3.41 
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Figure 2. Top 20 most frequent words (Excluding stopwords) 

 

Figure 3. Word cloud most frequent words (Excluding stopwords) 

Figure 4 shows two graphs that analyze vocabulary using different classification systems. On the left, the graph 
displays the GSL/AWL (General Service List/Academic Word List) breakdown. Here, we see that K1 words (the most 

basic vocabulary) make up the largest portion at around 45%, while Off-list words (not in common academic lists) 
account for about 20%, and K2 words (slightly less frequent) are around 10%. The right graph shows the CEFR levels. 
The vocabulary is mostly at the B1 level (intermediate), making up roughly 70%. The other levels (A1, A2, B2, C1, and 
above) are much lower, each between 5-10%. These graphs help us understand the vocabulary difficulty of the text. The 
predominance of B1-level words aligns with the TOEIC’s intended use for workplace communication, but the presence 
of Off-List terms may pose challenges for learners who rely only on general vocabulary instruction. This highlights the 

need to integrate field-specific vocabulary into TOEIC prep curricula. 

 

Figure 4. Comparative Analysis of Vocabulary Distribution: GSL/AWL Classification and CEFR Proficiency Levels 



HighTech and Innovation Journal         Vol. 6, No. 3, September, 2025 

999 

 

3.3. Analysis Framework for CEFR-Based Text Assessment and Readability Metrics 

The next step introduces a detailed framework for advanced text analysis, with a focus on assessing language 

proficiency (based on CEFR levels) and measuring readability. The system consists of three main components: 

 CEFRWordList – Contains vocabulary lists for different CEFR levels (A1 to C2). 

 CEFRDatabaseManager – Manages and retrieves CEFR word data. 

 TextAnalyzer – Performs various analyses, including word frequency, CEFR level distribution, and readability 

checks (using Flesch-Kincaid, Gunning Fog, and SMOG scores). 

The framework uses NLTK for text processing and stores data in JSON format for easy access. It also includes error 

handling and logging to ensure reliability. 

Key features: 

 Analyzes vocabulary difficulty and frequency. 

 Evaluates text readability. 

 Exports results to Excel for further study. 

This system is useful for both education and research, providing clear insights into language learning materials. The 

code is well-structured, with type hints, docstrings, and proper error handling, making it easy to maintain and adapt. 

Table 3 displays the frequency of vocabulary items, revealing some interesting patterns. The single letters “b” 

(12.33%) and “c” (9.72%) appear most often, probably because they are used as multiple-choice options in tests. Words 

related to testing are also very common, such as “test” (6.43%), “question” (6.35%), “questions” (6.23%), “answer” 

(5.45%), and “choice” (4.48%). This suggests that the corpus focuses heavily on exam-related language. We also see 

some narrative words like “man” (4.02%), “narrator” (3.92%), and “woman” (3.73%). Interestingly, most words in the 

list do not have a known CEFR level—only “get” (3.26%) is classified (A1). The rest are marked as “unknown.” Word 

lengths vary from just 1 letter (like “b”) up to 11 letters (“information”, 3.76%). The frequency ranges from 4,287 to 

1,072 occurrences, showing that the corpus is mostly made up of assessment and instructional content. 

Table 3. Word Frequency and Linguistic Features Analysis  

Rank Word Frequency  Percentage 

b 4287 12.33 1 Unknown 

c 3379 9.72 1 Unknown 

test 2236 6.43 4 Unknown 

question 2209 6.35 8 Unknown 

questions 2166 6.23 9 Unknown 

answer 1896 5.45 6 Unknown 

choice 1557 4.48 6 Unknown 

part 1531 4.4 4 Unknown 

time 1504 4.33 4 Unknown 

words 1499 4.31 5 Unknown 

correct 1432 4.12 7 Unknown 

man 1398 4.02 3 Unknown 

narrator 1362 3.92 8 Unknown 

information 1306 3.76 11 Unknown 

woman 1295 3.73 5 Unknown 

response 1223 3.52 8 Unknown 

practice 1201 3.45 8 Unknown 

get 1132 3.26 3 A1 

one 1078 3.1 3 Unknown 

speaking 1072 3.08 8 Unknown 

Table 4 shows the results of the linguistic distribution analysis. The data reveals an uneven pattern, with a very large 

portion—94.85% (463,428 words)—being unclassified vocabulary. Among the classified words, the most common were 

basic (A1-level) words at 3.30% (16,140 words), followed by A2-level words at 1.37% (6,702 words). The intermediate 
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levels (B1 and B2) were much less frequent, with B1 at 0.38% (1,838 words) and B2 at just 0.10% (501 words). 

Advanced-level words (C1 and C2) were extremely rare, with only three C1 words (0.0006%) and two C2 words 

(0.0004%). This pattern suggests that the materials rely heavily on basic vocabulary, while more advanced words are 

much less common. However, the high number of unclassified words means we need further research to understand their 

difficulty level. The average CEFR level was calculated as 2.92, which is roughly B1 (intermediate). The readability 

scores, however, showed very unusual results: 

 Flesch Reading Ease: -497,479.84 

 Flesch-Kincaid Grade Level: 191,184.8 

 Gunning Fog Index: 196,086.37 

 SMOG Index: 0 

 Coleman-Liau Index: 10.65 

 Automated Readability Index: 245,107.5 

Table 4. The linguistic distribution analysis 

Rank Word Frequency 

A1 16140 3.303220947 

A2 6702 1.371634869 

B1 1838 0.376166053 

B2 501 0.102534925 

C1 3 0.000613982 

C2 2 0.000409321 

Unknown 463428 94.8454199 

The high percentage of ‘unknown’ vocabulary indicates either gaps in the CEFR classification databases or the 

presence of compound, technical, or test-specific words not typically found in learner corpora. This suggests a need to 

expand lexical databases for test analysis. These extreme values suggest that there may be some issues with the way the 

text complexity was measured, or that the analysis method itself has unique characteristics affecting the results. 

To enhance our previous results, we have implemented the EnhancedVocabProfiler class, which rectifies the missing 

cefr_words attribute by ensuring the proper initialization of essential attributes—including k1_words and k2_words for 

the General Service List, awl_words for the Academic Word List, and a cefr_words dictionary encompassing levels A1 

through C1. This implementation incorporates robust file loading with fallbacks that attempt to load word lists from 

designated files and, if unsuccessful, automatically generate dummy lists accompanied by meaningful warnings to 

maintain functionality. Furthermore, the class introduces key functionalities such as word-level detection, word category 

detection, and flexible word list loading, thereby facilitating development and testing, as users can either provide the 

necessary word list files or utilize the built-in dummy lists while ensuring accurate CEFR-level comparisons. 

3.4. Integrated Framework for Multi-Framework Vocabulary Profiling and Analysis 

Next, we introduce an improved vocabulary profiling system using the EnhancedVocabProfiler class. This system 

combines different vocabulary classification standards, such as the General Service List (GSL), Academic Word List 

(AWL), and CEFR levels, to assess language proficiency. To analyze texts, the system uses NLTK (a natural language 

processing tool) for breaking down and processing words. It keeps separate word lists for different skill levels and 

academic categories. The program also includes strong error handling, detailed logging, and flexible file operations to 

read and save results. The analyzer provides various statistics, including: 

 Word frequency (how often words appear); 

 Vocabulary classification (GSL/AWL categories and CEFR levels); 

 Character and line counts. 

Built with object-oriented programming, the system follows a modular design, uses type hints for clarity, and 

manages word lists efficiently. The results can be displayed in the console or saved to files, giving a detailed breakdown 

of vocabulary patterns and proficiency levels. This tool is especially useful for educational research and language 

assessment, helping teachers and researchers analyze texts more effectively. 
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In a comprehensive vocabulary analysis of 488,614 words, the lexicon was systematically categorized into the 

General Service List (67.6%, 330,440 words), the Academic Word List (0.1%, 647 words), and the Off-List (32.2%, 

157,527 words). The Common European Framework of Reference (CEFR) levels assessment indicated that a mere 0.3% 

of the words were classified at the A1 level (1,499 words), with no representation in the A2, B1, B2, or C1 categories. 

A striking 99.7% (487,115 words) exceeded the C1 level. Additionally, the most frequent words were identified as 

common function words, with “the” appearing 29,351 times, followed by “a” (15,697), “to” (14,308), “and” (9,871), 

“of” (8,450), “you” (7,968), “is” (7,846), “in” (6,963), “for” (5,448), and “I” (4,699), illustrating the dominance of high-

frequency lexical items within the corpus. 

3.5. Implementation of a Sophisticated Vocabulary Profiling System 

In this step, we build a vocabulary profiling system using the VocabProfiler class. This tool helps analyze words in 

detail by checking them against different word lists, such as the General Service List (GSL) (including basic K1 and K2 

words) and the Academic Word List (AWL). To process the text, we use NLTK (a natural language processing library) 

for breaking down sentences into words and analyzing them. The system organizes words efficiently and counts how 

often they appear. It also provides useful statistics, such as: 

 How words are distributed in the text; 

 How advanced the vocabulary is (sophistication score); 

 How many academic words are used. 

The results are displayed in tables and graphs using pandas and Matplotlib. The system also handles errors well and 

can read input files and export results smoothly. To determine vocabulary difficulty, we use a scoring system that 

classifies texts into four levels: 

 Basic; 

 Intermediate; 

 Advanced; 

 Academic/Technical. 

The program follows good software design practices—it is well-structured, properly documented, and processes data 

quickly. It also supports interactive visualizations (using IPython) and exports data to Excel, which is helpful for 

language teachers and researchers in fields like linguistics and language testing. 

Table 5 presents the vocabulary analysis results, showing how different word categories are distributed in the corpus. 

The data reveals that K1 words (the most common 1,000 words in English) appear most frequently—347,678 times, 

making up 71.16% of the total vocabulary. These include basic words like “a,” “able,” and “about.” The K2 words (the 

next 1,000 most frequent words) are less common, with 43,361 instances (8.87%), including terms like “ability” and 

“academic.” Meanwhile, words from the Academic Word List (AWL) appear much less often—only 3,354 times 

(0.69%)—with examples like “accommodate” and “achieve.” Additionally, Off-List words (specialized terms, names, 

and abbreviations) make up a significant portion—94,221 cases (19.28%)—such as “aaron” and other technical 

expressions. This pattern suggests that the texts mostly use basic vocabulary but also contain a notable amount of 

specialized words, which are typical for academic or professional materials. 

Table 5. Vocabulary Profile Analysis Vocabulary Distribution  

Category Count Percentage Examples 

K1 347678 71.16 a, able, about, above, access 

K2 43361 8.87 ability, abstract, academic, accept, accepted 

AWL 3354 0.69 accommodate, accumulate, accurate, achieve, acknowledge 

Off-List 94221 19.28 aa, aaa, aana, aao, aaron 

Table 6 presents the vocabulary profile analysis, which shows a mix of different word types. The sophistication score 

is 1.6809, meaning the text uses a moderate balance of simple and more complex words. The overall vocabulary level is 

“Intermediate,” suggesting that the language is not too basic but also not too advanced. Interestingly, only 0.69% of the 

words come from academic vocabulary lists, meaning the text does not rely heavily on formal academic terms. This 

indicates that the material is neither too simple nor too difficult—it strikes a balance between being easy to understand 

and including some academic elements. However, it does not contain highly specialized or advanced vocabulary. 
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Table 6. Vocabulary Profile Analysis Summary Statistics 

Metric Value 

Sophistication Score 1.6809 

Vocabulary Level Intermediate 

Academic Word Percentage 0.69 

 

Figure 5. Vocabulary Profile Analysis Vocabulary Distribution 

Figure 5 shows how different word categories are used in the text. The analysis reveals a clear pattern: 

 K1 words (the most common 1,000 words in English) make up 71.2% of the vocabulary, forming the core of the 

text. 

 K2 words (the next 1,000 most frequent words) appear much less often, at just 8.9%. 

 Academic words (AWL) are very rare, accounting for only 0.7%. 

 Surprisingly, Off-List words (specialized terms, names, and less common vocabulary) are the second-largest 

group at 19.3%. 

This pattern suggests that the text mostly uses basic vocabulary but also includes many specialized words. However, 

academic language is hardly present, meaning the text is easy to understand while still covering specific topics. 

3.6. Cross-Analysis Framework for Vocabulary Assessment  

In this step, we use a detailed cross-analysis method to evaluate vocabulary. Our approach combines word frequency 

data with multi-level categorization (such as K1, K2, Academic, and Technical words). The perform_cross_analysis 

function runs a full lexical analysis by merging AntConc-style frequency results with vocabulary classifications. For 

data processing, we use pandas for structured analysis and Matplotlib libraries for visualizations. The system generates 

three main outputs: 

1. High-frequency important words (found through quantile analysis) 

2. Common academic vocabulary 

3. Technical/subject-specific terms 

These results are displayed in tables and graphs using styled DataFrames and Matplotlib visuals. The framework also 

supports exporting data to MS Excel (using Openpyxl) with automatic formatting and error handling. For visualization, 

we include: 

 Pie charts to show word category distribution 

 Bar plots to display frequency patterns 

This method provides a complete overview of vocabulary patterns, making it useful for linguistic research and 

educational studies. The systematic approach combines different analysis techniques, demonstrating advanced data 

processing in vocabulary assessment. 
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Table 7 shows how often certain important words appear in the TOEIC materials, which helps us understand what 

vocabulary is most useful for exam preparation. The data clearly indicates that the most common words belong to the 

K1 category (the first 1,000 most frequent words in English). Among these, function words—such as articles, 

prepositions, and conjunctions—are used the most. For example: 

 “The” is the most frequent word, appearing 29,351 times. 

 The preposition “to” comes next, with 14,308 occurrences. 

 The conjunction “and” is third (9,871 times), followed by the preposition “of” (8,450 times). 

 The pronoun “you” is also used often (7,968 times), which suggests that the materials use direct instructions or 

interactive language. 

Table 7. High-Frequency Crucial Words for Exam Preparation  

Word Frequency Category 

the 29351 K1 

to 14308 K1 

and 9871 K1 

of 8450 K1 

you 7968 K1 

in 6963 K1 

for 5448 K1 

that 4155 K1 

it 3511 K1 

will 3498 K1 

be 3342 K1 

on 3317 K1 

or 3312 K1 

not 2776 K1 

with 2680 K1 

this 2591 K1 

at 2348 K1 

have 2325 K1 

question 2209 K1 

an 1899 K1 

Among content words (words with clear meaning), “question” stands out with 2,209 occurrences, showing its 

importance in exam-related texts. These findings highlight that basic English vocabulary, especially function words, 

plays a key role in TOEIC materials. These words act like the “glue” that holds exam language together, making them 

essential for test-takers to recognize and understand. 

Table 8 shows how often different academic words appear in scholarly and educational texts. The most common 

word is “sample”, used 530 times, followed by “context” (278 times) and “analysis” (266 times). This suggests that 

research methods and analytical approaches are heavily emphasized. After these top words, the frequency drops for 

terms like “function” (72 times) and “model” (64 times), which are still important but used less often. Words related to 

scientific research, such as “conduct” (52 times), “demonstrate” (38 times), and “assess” (28 times), appear even less 

frequently. Finally, terms like “investigate” (9 times), “element” (6 times), and “interpret” (4 times) are the least 

common. However, they still play a key role in certain academic fields, meaning they are likely used in specialized 

discussions rather than everyday academic writing. 
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Table 8. Most Common Academic Words 

Word Frequency 

sample 530 

context 278 

analysis 266 

function 72 

model 64 

data 56 

conduct 52 

demonstrate 38 

assess 28 

evidence 25 

experiment 22 

factor 21 

aspect 17 

examine 16 

perspective 13 

investigation 11 

investigate 9 

element 6 

concept 5 

interpret 4 

Table 9 analyzes technical and subject-specific vocabulary, showing a pattern typical for computer science and 

programming. The most common term is “object” (115 times), followed by “class” (95 times), which highlights the 

importance of object-oriented programming. The word “testing” appears 71 times, showing a strong focus on software 

quality. Other notable terms include “library” (41 times) and “branch” (21 times), which relate to key software 

development concepts. Less frequent words like “conditional” (12 times) and “packet” (6 times) seem more specialized. 

Finally, basic programming terms such as “compiler,” “array,” and “merge” appear only once, meaning they might be 

used in very specific situations rather than general discussions. Although academic and technical terms are relatively 

low in frequency, their presence is significant in tasks requiring analytical thinking or familiarity with formal registers. 

Teachers should consider scaffolding activities to gradually introduce these terms. 

Table 9. Technical/Subject-Specific Vocabulary 

Word Frequency 

object 115 

class 95 

testing 71 

library 41 

branch 21 

conditional 12 

packet 6 

scope 5 

commit 5 

documentation 2 

merge 1 

compiler 1 

array 1 
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Figure 6 shows a visualization of vocabulary distribution across categories, revealing a striking dominance of Off-

List words, constituting an overwhelming 98.3% of the total vocabulary composition. This distribution pattern 

demonstrates a highly specialized or context-specific lexical profile, with the remaining categories comprising petite 

proportions: K1 (first thousand most frequent words) represents a mere 0.4%, Academic vocabulary accounts for 0.2%, 

and Technical terminology contributes 1.1% of the total distribution. This unusual distribution, with its exceptionally 

high proportion of Off-List words, suggests a highly specialized subject matter or potentially domain-specific content 

that falls outside conventional vocabulary categorization schemes. The minimal presence of standard (K1) and academic 

vocabulary indicates that this text or corpus likely represents a unique or specialized field of study that relies heavily on 

terminology not typically captured in standard vocabulary lists. 

 

Figure 6. Distribution of Vocabulary by Category 

3.7. Advanced Teaching Materials Generation for Vocabulary Analysis 

Finally, we developed a system that automatically creates teaching materials based on vocabulary analysis. Our 

create_teaching_materials function organizes words into three categories—Essential Vocabulary, Academic Words, and 

Technical Terms—and generates structured learning resources. To do this, we used pandas for data organization and 

added contextual examples from concordance lines and common word pairs (collocations). The system produces 

different formats, including: 

 An interactive notebook with styled tables; 

 A multi-sheet Excel file (automatically formatted for each word category); 

 A detailed text guide with word frequencies, example sentences, and collocations. 

The system follows strong educational principles by: 

 Structuring vocabulary logically; 

 Providing real usage examples; 

 Ensuring clear and professional formatting. 

It also includes error handling and detailed documentation, while allowing flexibility in output formats to fit different 

teaching needs. This makes it especially useful for language teachers and curriculum designers 

Figure 7 provides an example of vocabulary analysis results, focusing on two high-frequency function words that are 

very important in English. First, the word “the” appears 29,351 times, making it extremely common. It is mostly used in 

contexts describing book content and TOEIC test materials. For example, we see phrases like “what [the] book is about 

the TOEIC” and “[the] table of contents,” showing how “the” helps specify things. It also often appears with words like 

“den,” “then,” and “clean.” Second, the preposition “to” appears 14,308 times, mainly in instructional texts about book 

strategies and vocabulary learning. It is frequently used to show purpose or direction, especially in phrases related to 

language learning and business communication. Some common word combinations include “sink,” “tow,” and “wind,” 

which demonstrate its flexibility in different expressions. This analysis highlights how essential these small but frequent 

words are in forming clear and meaningful sentences, especially in educational materials. For complete results, please 

check the supplementary files. 
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Figure 7. An example of an Essential Vocabulary Teaching Guide 

In Figure 8, we analyze academic vocabulary usage, focusing on two important words: “sample” and “context.” 

 The word “sample” appears 530 times, mostly in teaching and medical texts. It is used in different ways, such as 

in educational instructions (“photocopy the following [sample] dictionary page”), medical prescriptions (“just fill 

one prescription today [sample]”), and research (“a [sample] of the population taking the”). 

 The term “context” appears 278 times, mainly in education and analysis. Examples include phrases like “each 

chapter covers a particular [context]” and discussions about specialized knowledge. 

Interestingly, neither word has strong collocations (common word pairings), meaning they are used flexibly across 

different subjects. This suggests that while these words are essential in academic writing, they often stand-alone rather 

than being part of fixed phrases. Their versatility makes them useful in many scholarly situations. 

 

Figure 8. An example of an Academic Words Vocabulary Teaching Guide 

Figure 9 shows an example of an analysis of technical terminology that reveals distinctive usage patterns for two 

fundamental terms in computing and educational contexts. The word “object” appears with high frequency at 115 

occurrences, predominantly in technical computing contexts, as demonstrated in examples related to digital storage 
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(“electronics disk n an [object] used to store digital information”) and programming operations (“produce export export 

[object] object import import subject”). In parallel, the term “class” shows significant usage with 95 instances, appearing 

primarily in educational and organizational contexts, as evidenced in phrases such as “reading text assigned from [class]” 

and “taking a [class] at the community college.” Notably, both technical terms lack common collocations, indicating 

their independent usage across different technical and educational domains. This pattern suggests that while these terms 

are essential in their respective fields, they function as standalone technical concepts rather than components of fixed 

technical phrases, underlining their versatility in programming and educational documentation. For the full result, please 

see the supplement files. 

 

Figure 9. An example of a TECHNICAL TERMS Vocabulary Teaching Guide 

4. Discussion  

This study looks at the vocabulary used in TOEIC Listening materials to see how well they match second language 

learning theories and how they can help improve English teaching for Thai students. Using an automated corpus analysis, 

we found several important patterns in the vocabulary. 

First, the most common words were basic, high-frequency terms—especially K1 words and function words like 

“test,” “questions,” and “choice.” However, we also noticed many specialized and “Off-List” words, meaning that while 

the materials focus on fundamental vocabulary, they also include more challenging terms. When we classified the words 

using the General Service List (GSL), Academic Word List (AWL), and CEFR levels, some words did not fit into any 

category. This could mean they are technical terms or that the current classification systems have gaps. 

These findings support earlier research by Meebangsai et al. [5], Laufer [7], and Sun et al. [3], who argue that a strong 

vocabulary base is crucial for listening comprehension and overall language skills. The presence of specialized words 

also matches observations by Seong & Cha [16] and Liu et al. [17], who found that tests like the TOEIC often include 

advanced vocabulary beyond everyday language. 

Our results align with Kaneko’s [9] lexical profiling of TOEIC and other high-stakes tests, which similarly found a 

high proportion of K1 vocabulary and limited AWL presence, suggesting that TOEIC materials prioritize general 

communicative competence. However, unlike previous studies, our analysis reveals a higher frequency of Off-List and 

technical terms, which may be attributed to our focus on the listening section and the inclusion of materials drawn from 

workplace-specific contexts. Yildiz [10] and Phung & Ha [11] also reported that optimal lexical coverage for 

comprehension requires a 95–98% familiarity threshold—a benchmark echoed in our study, reinforcing the importance 

of structured vocabulary instruction. Unlike traditional studies using static frequency counts, our method integrates 

CEFR-based classification and computational linguistic metrics, allowing for a deeper and more scalable evaluation of 

listening texts. This comparative analysis not only validates our findings but also demonstrates the added value of 

automated tools in expanding vocabulary research. 

Unlike traditional tools such as AntConc, which require manual loading of texts and offer limited vocabulary 

classification functionality, our Python-based system automates the full pipeline—from text preprocessing and lexical 

categorization to visualization and output export. While VocabProfile provides useful online profiling based on fixed 

word lists (e.g., GSL, AWL), it does not support CEFR alignment or customized list integration, and lacks features for 
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advanced linguistic metrics like type-token ratio, readability indexes, and collocation detection. Our tool addresses these 

gaps by embedding dynamic vocabulary classification across multiple frameworks (i.e., GSL, AWL, CEFR), supporting 

high-volume text processing, and enabling educational export formats (i.e., Excel, HTML guides). Additionally, it 

includes modular error handling and user-defined vocabulary imports, making it scalable and adaptable for diverse EFL 

research contexts. 

However, there are some limitations. The high number of unclassified words suggests that either the vocabulary 

frameworks or our analysis tool may need improvement. Also, some readability scores were inconsistent, meaning we 

might need to refine our methods. The unusually high percentage of words categorized as “unknown” in the CEFR-

based classification is partly attributable to formatting artifacts and technical limitations. For example, text extracted 

from TOEIC preparation materials often included elements such as multiple-choice labels (e.g., “(A),” “B,” “C”), answer 

keys, or instructional metadata, which are not present in CEFR lexical databases. Additionally, minor OCR noise and 

inconsistencies in tokenization (e.g., contractions or punctuation-bound tokens) may have led to unrecognized entries. 

While we applied preprocessing scripts to clean the data, a portion of these unclassified tokens reflect the limited scope 

of existing CEFR wordlists in capturing domain-specific, test-oriented vocabulary. Future work could improve accuracy 

by integrating expanded or custom CEFR-aligned dictionaries and more sophisticated preprocessing pipelines to reduce 

misclassification.  

The readability metrics, particularly the Flesch Reading Ease and Flesch-Kincaid Grade Level, displayed highly 

anomalous values (e.g., -497,479.84). Upon investigation, we found that these distortions were due to atypical formatting 

in the TOEIC corpus, including numerous isolated characters, test options (e.g., “A”, “B”, “C”), and incomplete or 

fragmentary sentence structures. These elements interfered with the sentence segmentation and syllable counts required 

for readability formulas. To correct this, we refined the input preprocessing by filtering out non-lexical tokens and 

incomplete lines. In future iterations, we recommend applying readability formulas only to contiguous, full-sentence 

passages to yield meaningful results. Thus, the reported extreme values should not be interpreted as reflecting actual 

linguistic difficulty.  

A considerable proportion of words in our corpus were classified as “Off-List” or “unknown” due to their absence 

from standard vocabulary frameworks such as GSL, AWL, or CEFR. Upon closer inspection, many of these terms are 

likely drawn from business English or workplace-specific discourse, which forms the thematic core of TOEIC Listening 

content. Integrating domain-specific vocabulary lists—such as Business Word Lists (e.g., the Business English Corpus 

or BEC lists)—could enhance classification accuracy by accounting for terminology related to marketing, finance, 

logistics, and human resources. Such enrichment would not only reduce misclassification but also provide more 

pedagogically relevant insights for learners preparing for workplace-oriented assessments. Future research should 

explore merging general-purpose wordlists with curated domain-specific corpora to create hybrid profiling systems 

tailored for vocational English assessments like TOEIC. Future studies should explore better classification techniques—

perhaps by adding more word lists—and analyze a wider range of TOEIC materials to make the findings more reliable. 

The results have important teaching implications: 

 Strong vocabulary foundation is key – Since basic words dominate, teachers should ensure students master high-

frequency vocabulary first. 

 Specialized words matter too – Because TOEIC includes advanced terms, lessons should gradually introduce 

these to prepare students for the test. 

 Automated analysis helps – Our method provides a quick way to analyze vocabulary, helping teachers adjust 

materials based on real test language. 

Some might argue that using GSL and AWL is outdated, but recent studies [9, 10] show they are still useful for 

analyzing test vocabulary. However, our study could better connect to newer research on TOEIC’s specific word 

requirements, like Kaneko’s work on lexical thresholds [9, 24] or Phung & Ha’s [11] methods for test vocabulary 

analysis. 

Our corpus (45,099 words) follows common practices in TOEIC research, similar to studies on vocabulary size and 

reading performance [42-44]. Still, we did not discuss recent criticisms of TOEIC—such as its focus on grammar over 

real communication [45, 46]. Future work could include experimental methods, like testing vocabulary retention with 

digital tools [47] or assessing listening-specific word knowledge [48]. 

For teaching, we could link our findings to successful classroom strategies, such as: 

 Multimodal vocabulary training (e.g., combining audio, text, and visuals) [47]. 

 CEFR-based lesson planning [49]. 

 IELTS-style word selection methods (like Ha et al.’s approach [50]), adapted for Thai learners. 
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This study confirms that a strong vocabulary is essential for language learning, especially in tests like the TOEIC. 

By analyzing listening materials automatically, we gained useful insights for teaching—balancing basic words with 

advanced terms to help students improve. Moving forward, combining receptive (listening/reading) and productive 

(speaking/writing) vocabulary practice could make TOEIC preparation even more effective. 

The automated vocabulary profiling approach presented in this study can be readily adapted for classroom use in 

several impactful ways. First, teachers can use the tool to extract CEFR-aligned wordlists directly from TOEIC 

preparation texts, enabling the creation of lesson plans that match learners’ proficiency levels. For example, instructors 

could focus on introducing B1-level vocabulary through listening tasks drawn from actual test materials. Second, the 

system’s output—including frequency-based wordlists and collocation patterns—can be transformed into interactive 

learning materials such as vocabulary notebooks, flashcards, or fill-in-the-blank exercises tailored to each learner group. 

Third, educators can use the tool’s analysis to conduct diagnostic assessments that identify gaps in lexical knowledge, 

particularly in Off-List or technical word domains. This allows for more targeted interventions and formative evaluation. 

Finally, the visualizations and summaries produced by the system offer a concrete basis for reflective teaching practice 

and curriculum redesign, aligning classroom instruction with real-world test demands. 

5. Conclusion  

This study explored the lexical composition of TOEIC Listening materials using an automated, CEFR-aligned 

vocabulary profiling approach. Combining corpus linguistics methods with Python-based analysis, we categorized 

vocabulary into GSL, AWL, and Off-List items and assessed their CEFR difficulty levels. The findings reveal that high-

frequency words dominate the listening materials, particularly K1 and function words. However, many Off-List and 

domain-specific terms were also identified, suggesting the need for broader vocabulary coverage in instruction. Most 

words fall within the B1 level, indicating that the listening materials suit intermediate learners but may still challenge 

those with lower proficiency levels. These insights support lexical coverage theory and reinforce previous research 

emphasizing the importance of foundational vocabulary for listening comprehension. 

Beyond confirming prior findings, this study contributes a scalable and automated framework for vocabulary analysis 

in standardized testing. The novelty lies in integrating CEFR-based classification with corpus-driven methods and natural 

language processing tools. The system also offers educational utility through its exportable teaching materials, which 

can help instructors align vocabulary instruction with real test demands. Despite some limitations—such as classification 

gaps and inconsistent readability metrics—the proposed framework provides a replicable model for future research. 

Upcoming studies may expand the scope by including other TOEIC sections or applying the tool to different learner 

corpora. In sum, this study demonstrates that automated vocabulary profiling enhances our understanding of lexical 

demands in listening assessments and offers practical pathways for improving curriculum design, test preparation, and 

pedagogical strategies in EFL contexts. 
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