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Abstract 

One of the best-known and frequently used areas of Deep Learning in image processing is the Convolutional Neural 

Network (CNN), which has architectural designs such as Inceptionv3, DenseNet201, Resnet50, and MobileNet used in 

image classification and pattern recognition. Furthermore, the CNN extracts feature from the image according to the 

designed architecture and performs classification through the fully connected layer, which executes the Machine Learning 

(ML) algorithm tasks. Examples of ML that are commonly used include Naive Bayes (NB), k-Nearest Neighbor (k-NN), 

Support Vector Machine (SVM), and Decision Tree (DT). This research was conducted based on an AI model development 

background and the need for a system to diagnose COVID-19 quickly and accurately. The aim was to classify the 

aforementioned CNN models with ML algorithms and compare the models’ accuracy before and after Bayesian 

optimization using CXR lung images with a total of 2000 data. Consequently, the CNN extracted 80% of the training data 

and 20% for testing, which was assigned to four different ML models for classification with the use of Bayesian 

optimization to ensure the best accuracy. It was observed that the best model classification was generated by the 

MobileNetV2-SVM structure with an accuracy of 93%. Therefore, the accuracy obtained using the SVM algorithm is 

higher than the other three ML algorithms. 
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1. Introduction 

The COVID-19 virus is a deadly disease caused by Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-

2). In 2019, the World Health Organization (WHO) declared COVID-19 a new disease that attracted international 

attention [1]. This virus has been mutating and spreading since August 2021, affecting about 203,295,170 million people 

worldwide and causing 4,303,515 million deaths [2]. Therefore, an accurate system is needed to quickly and accurately 

diagnose the virus. This is the reason this research aims to classify COVID-19 by developing a Deep Learning and 

Machine Learning (ML) model. 

One of the best-known and most frequently used Deep Learning approaches in image processing is Convolutional 

Neural Network (CNN) [3], which has architectural designs such as Inceptionv3, DenseNet201, Resnet50, and 

MobileNet, which are employed in image classification and pattern recognition [4]. Furthermore, CNN extracts features 

from the image and performs a classification or regression through a fully connected layer according to the designed ML 
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Algorithms. This simply means that a successful classification is achievable using ML algorithms. According to Roihan 

et al. [5], the best and most frequently utilized ML based on the literature includes Naive Bayes (NB), k-Nearest Neighbor 

(k-NN), Support Vector Machine (SVM), and Decision Tree (DT). 

It is important to note that ML is a supervised and unsupervised algorithm. For example, NB [6] is a supervised ML 

algorithm that classifies data statistically using the Bayesian method, while k-NN [5] is an unsupervised, as well as 

uncomplicated, method to understand and use. SVM is a high-precision algorithm widely utilized in the field of 

bioinformatics with the ability to flexibly handle high-dimensional data [6]. Also, DT [5] is a supervised ML algorithm 

that classifies big data similar to a tree structure, such as leaves, branches, and nodes. These algorithms are configured 

to optimally implement ML with the most compatible data and features. Therefore, both supervised and unsupervised 

ML methods need to be configured before the training process. In this research, hyperparameter optimization (HO) [7] 

was applied to the ML algorithm in order to achieve the best accuracy. According to Yao et al. [8], the technique 

improves performance in training steps, prediction accuracy, and ML algorithm quality [8]. 

In this current research, the CXR lung image data amounted to 2000 and was classified with the ML algorithm, while 

the Bayesian was used to compare the model’s accuracy before and after optimization. First, each CXR chest image 

feature was extracted using the CNN architectures, namely MobilNetV3, Inception3, ResNet50, and DesNet201. 

Furthermore, ML methods such as SVM, DT, k-NN, and NB were utilized in classifying the CXR features as COVID-

19, Pneumonia, Normal, and Lung Opacity. It was observed that ML methods produced better results; afterward, the 

hyperparameters of each method were predicted using Bayesian optimization. 

2. Literature Review 

This section briefly describes several previous studies that performed a DL-based COVID-19 diagnosis using x-ray 

images. One of them was conducted by Aslan et al. [9], which compared 8 popular CNN architectures, namely Alexnet, 

Resnet18, Resnet50, Inceptionv3, Densenet201, Inceptionresnetv2, GoogleNet, and MobileNetv2, using 4 ML 

hyperparameters, such as NB, SVM, DT, and k-NN, with Bayesian optimization. The result showed that Densenet201 

produced the highest accuracy of 96.29%. Meanwhile, Yasar & Ceylan [10] tested and compared the classification results 

of 1,396 lung CT images with the CNN Alesnet and Mobilenettv2 architectures using the k-NN and SVM methods. Das 

[11] employed U-Net based on the Adaptive Activation Function (AAF-U-Net) as well as SVM, an autoencoder, and 

NB to replace the fully connected layer in the CNN. 

Sethi et al. [12] conducted research on chest X-ray images for the diagnosis of COVID-19 using four different deep 

CNN architectures, which include Inceptionv3, ResNet50, MobileNet, and Xception. These models are pre-trained with 

the ImageNet database, thereby reducing the need for large training sets. Among the four models, the one with the highest 

accuracy results on the MobileNet architecture was 0.986%. In addition, Kundun et al. [13] used the fuzzy integral 

ensemble method of four deep learning models, namely VGG-11, GoogLeNet, SqueezeNet v1.1, and Wide ResNet-50-

2, to classify CT-scan images into the COVID and non-COVID categories. The proposed framework was tested on 

available data sets, and it achieved 98.93% accuracy and sensitivity. 

Ardakani et al. [14] diagnosed COVID and non-COVID-19 from several types of diseases using ten well-known 

CNN architectures, namely AlexNet, VGG-16, VGG-19, SqueezeNet, GoogleNet, MobileNet-V2, ResNet-18, ResNet-

50, ResNet-101, and Xception. Among all architectures, ResNet-101 and Xception produced the best performance. 

Specifically, ResNet-101 diagnosed COVID-19 from non-COVID-19 cases with sensitivity, specificity, and accuracy of 

100%, 99.02%, and 99.51%, while that of Xception was 98.04%, 100%, and 99.02%, respectively. Loey et al. [15] 

classified chest X-ray images of COVID-19 artifacts using CNN architecture. They further extracted and studied deep 

features based on Bayesian optimization and tuned CNN hyperparameters according to the objective function. A total of 

10,848 datasets utilized were divided into 3 classes, namely COVID-19, normal, and pneumonia, each with 3616 images. 

From the comparison result of Bayesian optimization with three ablation scenarios, an accuracy of 96% was obtained. 

Another study by Turkoglu [16] identified and diagnosed COVID-19 disease with the COVIDetectioNet model through 

a CNN-based AlexNet architecture and performed classification using the SVM method. The total dataset obtained was 

6,092 X-ray images, which were classified as normal, COVID-19, and pneumonia, while the result showed an accuracy 

of 99.18%. 

Sameen et al. [17] developed a deep learning-based technique for erosion vulnerability assessment through a one-

dimensional convolution network (1D-CNN) and Bayesian optimization to select hyperparameters in South Yangyang 

Province, South Korea. Random Forest was used to store important factors for further analysis as pre-processing actions; 

meanwhile, CNN achieved the highest accuracy of 83.11% on the test dataset. Dokeet al. [18] embedded new techniques, 

such as Bayesian optimization, to efficiently determine the optimal hyperparameter sets. This caused the simple CNN 

architecture to perform well in the detection of cerebral microbleeds (CMBs). The research employed five CNN layers, 

namely two convolutions, two pooling, and one fully connected, and the accuracy produced was 98.97%. 
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3. Materials and Methods 

This experimental research was conducted to classify COVID-19 using CNN and ML models, namely SVM, DT, K-

NN, and NB. Furthermore, Bayesian optimization was performed to obtain more accurate results, while classification 

was conducted in the feature extraction stage. This section also contains information regarding the method used, which 

is expressed in a flowchart as shown in Figure 1. 

 

Figure 1. Research flow chart 

3.1. Data 

The data used was the chest CXR obtained from the kaggle.com website. The dataset was divided into four classes, 

which include COVID-19, Pneumonia, Lung Opacity, and Normal. Table 1 shows the combination of the classes in the 

database and the number of images from various sources. Also, the four types of disease classes are shown in Figure 2. 

Table 1. Dataset 

Class COVID-19 Normal Pneumonia Lung-Opacity 

Number of Images CXR 500 500 500 500 

Total 2000    

 

 

a) Covid-19 

 

b) Pneumonia 

 

c) Normal 

 

d) Lung Opacity 

Figure 2. Four classes of disease 

3.2. Method 

3.2.1. Convolutional Neural Network (CNN) 

CNN is a component of deep learning widely applied to image data. In the last decade, it has provided ground-

breaking results in areas of pattern recognition, image processing, and speech recognition. It is also capable of extracting 

features from data by convolution. Meanwhile, the difference between the method and that of traditional feature 

extraction was that features were not manually extracted [19–21]. 
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3.2.2. Naïve Bayes (NB) 

NB is a classification system based on Bayes’ theorem, and it assumes that all attributes are completely independent 

of the output class, known as the conditional independence assumption [22]. According to Sunarya et al. [23], the NB 

classification algorithm uses the probability theory proposed by British scientist Thomas Bayes, who predicted future 

probabilities based on previous experience. The main advantage is that it is easy to construct without requiring complex 

iterative parameter estimation schemes. In addition, the NB classifier is resistant to noise and extraneous properties; 

hence, it has been successfully applied in many fields [22]. 

To build a classification for predicting unknown class labels based on Bayes' theorem, let 𝑥 =  (𝑥1, 𝑥2, . . . , 𝑥𝑑) 

represents a d-dimensional object with no class label. Also, let 𝐶 =  {𝐶1, 𝐶2, …  , 𝐶𝑘} be a set of class labels, where 

𝑃(𝐶𝑘) is the previous probability of 𝐶𝑘 (𝑘 =  1, 2, . . . , 𝐾) concluded before the new evidence, 𝑃(𝑥|𝐶𝑘) denotes the 

conditional probability of seeing proof 𝑥 when hypothesis 𝐶𝑘 is true. Bayes' theorem was used for the classification as 

expressed in the following formula [24]: 

𝑃(𝐶𝑘|𝑥) =
𝑃(𝑥|𝐶𝑘)𝑃(𝐶𝑘)

∑ 𝑃(𝑥|𝐶𝑘′) 
𝑘′ 𝑃(𝐶𝑘′)

  (1) 

where C is Class label set, P is probability, and k is class label set index. 

To reduce computations when evaluating 𝑃(𝑋|𝐶𝑘)  𝑃(𝐶𝑘), a naive assumption of class conditional independence was 

formulated based on the assumption that the attribute values are conditionally independent of each other. Given the 

sample class label, the mathematical conditional probability is expressed as follows: 

𝑃(𝑥|𝐶𝑘) ≈  ∏ 𝑃(𝑥|𝐶𝑘) 𝑑
𝑗=1   (2) 

3.2.3. k-Nearest Neighbours (k-NN) 

k-NN is an algorithm used to classify data based on trained datasets obtained from the nearest neighbors, with  being 

the nearest neighbors’ number [25]. It performs classification by projecting learning data on a multidimensional space, 

which is divided into sections representing the learning data criteria. According to Fan et al. [26], each piece of learning 

data is represented as point c in a multidimensional space. It is important to note that the k-NN is a simple but effective 

method of categorizing text. However, standard k-NN is a case-based learning technique capable of storing all training 

data for classification. 

3.2.4. Support Vector Machine (SVM) 

SVM is a binary classification model used to determine the optimal classification hyperplane that meets the 

classification requirements [27]. The SVM’s goal is to discover the optimal separation hyperplane by maximizing the 

margin between the separator hyperplane and the data set [28]. From Huang et al. [27], SVM is able to guarantee the 

hyperplane classification accuracy while maximizing the empty area on both sides of the hyperplane. 

𝑓(𝑥) = 𝑤. 𝑥 + 𝑏 = ∑ 𝑤𝑘 . 𝑥𝑘 + 𝑏 = 0𝑚
𝑘=1   (3) 

where 𝑤 and 𝑏 are weights and biases, respectively, that adjust the position of the hyperplane separator. Meanwhile, the 

following boundary conditions have to be met by the hyperplane separation: 

𝑦𝑖𝑓(𝑥𝑖) = 𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) ≥ 1,     𝑖 = 1,2, … , 𝑚  (4) 

The above optimization is converted into a dual quadratic optimization problem using the Lagrangian multiplier 𝛼𝑖, 

as follows: 

Maximize 𝐿(𝛼) = ∑ 𝛼𝑖 −
1

2

𝑚
𝑖=1 ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗(𝑥𝑖 , 𝑥𝑗)𝑚

𝑗=1   (5) 

s. t          ∑ 𝛼𝑖𝑦𝑖 = 0,          𝛼𝑖 ≥ 0,   𝑖 = 1,2, … , 𝑚𝑚
𝑖=1   (6) 

The dual-problem of the primal problem was obtained by constructing the Lagrange function: 

lim
𝜶

1

2
∑ ∑ 𝛼

𝑖
𝛼

𝑗
𝑦

𝑖
𝑦

𝑗
(𝑥

𝑖
∙ 𝑥

𝑗
) − ∑ 𝛼

𝑖

𝑁

𝑖=1

𝑁

𝑗=1

𝑁

𝑖=1
  

(7) 

s. t         {
∑ 𝛼

𝑖
𝑦

𝑖
= 0

𝑁

𝑖=1
                      

𝛼
𝑖
 ≥ 0           𝑖 = 1,2, … 𝑁

  (8) 

where 𝛼
𝑖
 is denoted as Lagrange multiplier. 
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The advantage of SVM is that it is applicable in non-linear data by modifying the technique using kernel functions 

[29]. Altan & Karasu [30], the function taking the nonlinear data sequence to a higher dimension is defined as a mapping 

function and is represented by (Φ). In this scenario, the regression process was converted to a high-dimensional area 

through the kernel function. 

𝐾 (𝑥
𝑖
, 𝑥

𝑗
) = (Φ (𝑥

𝑖
, 𝑥

𝑗
)

𝑇

Φ (𝑥
𝑖
, 𝑥

𝑗
) + 1)

𝑝

  (9) 

where p is the degree of the polynomial. 

3.2.5. Decision Tree (DT) 

DT follows a normal tree structure consisting of root, branch, and leaf nodes. Furthermore, attribute testing is 

performed on each, while the test results of the branch and class labels are found on leaf nodes. It is important to note 

that a root is the parent of all nodes, and as the name implies, it is the topmost in the tree. DT consists of nodes, which 

indicate a feature/attribute, with a link/branch representing a decision/rule, and a leaf denoting a result with a categorical 

or continuous value [31]. The test sample was classified from the root by testing the attribute values at each node and 

sorting the appropriate branch until it reached the leaf node that provided the classification [32]. 

Attribute selection steps 

 Entropy 

Entropy is a measure of information theory that detects impurities from the data set. When the attribute identifies 

different values of 𝑐, the entropy 𝑆 associated with classification 𝑐 − 𝑤𝑖𝑠𝑒 is defined as the equation below [33]: 

𝐸(𝑆) = ∑ − 𝑃𝑖 log2 𝑃𝑖
𝑐
𝑖=1   (10) 

Where Pi is the ratio S belonging to class 𝑖. The entropy is a unit of expected length measured in bits, therefore, 

the algorithm is expressed as logarithm based 2. 

 Information Gain 

Information Gain selects the attributes used for separating certain nodes. It also prioritizes nominated attributes 

that have a large number of values by calculating the entropy difference. It is important to note that the Information 

Gain value is zero when the number of yes or no answers is zero, but when the numbers are equal, the information 

reaches its maximum. The Information Gain, 𝐺𝑎𝑖𝑛(𝑆, 𝐴) from attribute𝐴, relative to the sample set 𝑆, is defined 

by the following equation [31]: 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
𝑆𝑣

𝑆𝑣∈𝑉𝑎𝑙𝑢𝑒𝑠(𝐴) 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣)  (11) 

where 𝑉𝑎𝑙𝑢𝑒𝑠(𝐴) denotes the set of all potential values for attribute𝐴, while 𝑆𝑣  is a subset of 𝑆, and attribute 

𝐴 contains a value of 𝑣. This measurement is used to group attributes and construct a DT, while each node places 

the attribute with high Information Gain among those that have not been considered in the path from the root. 

 Gain Ratio 

This is a modification of the information gain that reduces the bias on the high branch attribute. From the equation 

below, 𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝐷, 𝑇) is the information due to the separation of 𝑇 based on the categorical attribute value 𝐷 

[33]: 

𝐺𝑎𝑖𝑛𝑅𝑎𝑡𝑖𝑜(𝐷, 𝑇) =
𝐺𝑎𝑖𝑛(𝐷,𝑇)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝐷,𝑇)
,  (12) 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝐷, 𝑇) = − ∑
𝐷𝑖

𝑇

𝐾
𝑖=1 log2

𝐷𝑖

𝑇
  (13) 

DT is considered one of the most popular classification methods because it is easy to interpret by humans. 

According to Badriah et al. [34], the basic concept of DT is to convert data into decision trees and rules. It is 

important to note that DT is one of the powerful methods commonly used in various fields, such as ML, image 

processing, and pattern recognition. This is consistent with the conclusion in Chen et al. [35] that DT has been 

implemented in many areas due to it simple analysis and precision on various forms of data [35]. 

3.2.6. Bayesian Optimization 

Bayesian optimization is an approach for optimizing objective functions that take a long time in minutes or hours 

before being evaluated. Furthermore, it is best suited for optimizing a continuous domain with fewer than 20 dimensions 
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and tolerates stochastic noise in function evaluation. The approach builds a surrogate for the goal and measures the 

uncertainty in it using Bayesian ML techniques and Gaussian process regression. Afterward, the acquisition function 

determined from this surrogate is utilized to decide the place to sample [36]. 

3.2.7. Feature Extraction 

CNN is a mathematical construction consisting of three different layers, namely the convolutional, pooling, and full 

connecting layers. The first two layers perform feature extraction, while the third maps the extracted features into the 

final result [36, 37]. The CNN architecture is formed when these layers are put together in different combinations, 

afterward, the convolution layer is performed by subjecting the input image to a convolution process, and features related 

to the input image are formed at the output. In this scenario, the pooling layer reduces the parameter number by deriving 

the output sample from the convolution result. Finally, the full connection layer separates the data into class types after 

feature extraction. It is important to note that different CNN models have the ability to differentiate layers by combining 

them with several combination techniques and rules. Table 2 shows the features of the CNN model. 

Table 2. CNN model features 

Model CNN Resnet50 Inceptionv3 Densent201 MobileNetv2 

Input Size 224 × 224 224 × 224 224 × 224 224 × 224 

Feature Layer fc1000 predictions fc1000 logits 

Number of Extracted Feature 1000 1000 1000 1000 

After the input image is fed into the model, this process continues until it reaches the feature layer in the relevant 

model. The CNN model’s deep features are extracted from a specific layer in each model. It is important to note that the 

layer used for feature extraction is able to produce different amounts of output depending on the CNN model. For 

example, the feature extraction layer employed in this current research extracts 2000 features, of which 80% is for 

training data, while the testing was 20%. 

3.3. Bayesian Optimization 

Extraction is performed using various features contained in the feature layer, before classifying with the ML 

algorithm. The method obtains maximum classification, which is very important for determining the parameters affecting 

the accuracy. This means that the best parameters are determined based on the features used. In this current research, the 

relevant parameters or hyperparameters were selected using Bayesian optimization in the training step for each ML 

algorithm. This is because the choices of hyperparameter types differ according to the ML algorithm. Furthermore, the 

testing process is performed as long as these parameter values are present. In the training phase, the termination criteria 

are determined by performing a certain number of iterations for each ML algorithm. It was observed that the CNN model 

and the ML algorithm have different accuracy levels both before and after optimization. The comparison of accuracy 

before and after Bayesian optimization is shown in Figures 3 to 6. 

 

Figure 3. The graph shows the comparison of the accuracy Resnet50 of the optimization results with Bayesian 
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Figure 4. The graph shows the comparison of the accuracy MobilenetV2 of the optimization results with Bayesian 

 

Figure 5. The graph shows the comparison of the accuracy InceptionV3 of the optimization results with Bayesian 

 

Figure 6. The graph shows the comparison of the accuracy Densenet201 of the optimization results with Bayesian 
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Based on Figure 3, it was observed that the support vector machine algorithm generates the best optimization 

accuracy. Table 3 shows the accuracy results as follows. 

Table 3. Comparison of accuracy before and after optimization with Bayesian 

Classification 
Resnet50 MobilenetV2 InceptionV3 Densnet201 

Before After Before After Before After Before After 

SVM 0.52 0.52 0.92 0.93. 0.89 0.90. 0.91 0.91 

DT 0.74 0.75 0.70 0.73 0.69 0.69 0.73 0.73 

NB 0.55 0.67 0.66 0.84 0.82 0.80 0.80 0.83 

k-NN 0.76 0.74 0.88 0.88 0.81 0.80 0.85 0.84 

According to Table 3, the pre- and post-optimized accuracy with Bayesian on four architectures are as follows. First, 

on the Resnet50, SVM, DT, NB, and k-NN accuracies before optimization were 52%, 74%, 55%, and 76%, respectively, 

while after optimization, the values become 52%, 75%, 76%, and 74%. Second, on the MobilenetV2, SVM, DT, NB, 

and k-NN accuracies before optimization were 92%, 70%, 66%, and 88%, respectively, and after optimization, the values 

were 93%, 73%, 84%, and 88%. Third, on the InceptionV3, SVM, DT, NB, and k-NN accuracies were 89%, 69%, 82%, 

and 81%, respectively, while after optimization, the values were 90%, 69%, 80%, and 80%. Finally, on Densnet201, 

SVM, DT, NB, and k-NN accuracies were 91%, 73%, 80%, and 85%, respectively, and after optimization, the results 

were 91%, 73%, 83%, and 84%. 

4. Results and Discussion 

The lung image contains 2000 features, each extracted and classified using four different CNN models and ML 

algorithms, respectively. In the training step, Bayesian optimizes the parameters affecting each ML algorithm's accuracy. 

It was observed that the specified hyperparameters do not change during the training and testing steps. Therefore, the 

confusion matrix is determined based on the classification results as shown in Figure 7. 

 SVM K-NN NB DT 

DenseNet201 

    

InceptionV3 

    

MobileNetV2 

    

ResNet50 

    

Figure 7. Confusion matrix 

Furthermore, different matrices calculated using the confusion matrix are presented to measure the model 

performance. The following confusion matrix formulas are expressed in Equations 14 to 17 and the results obtained are 

shown in Table 4. 
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Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
× 100  (14) 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
,   (15) 

 𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
 (16) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
  (17) 

where TP is True Positive, TN is True Negative, FP is False Positive, and FN is False Negative. 

Table 4. The calculation results of the confusion matrix 

Model ML Accuracy (%) Precision Recall F-1 score 

DenseNet201 

DT 74% 0.74 0.74 0.74 

NB 83% 0.84 0.83 0.84 

K-NN 84% 0.84 0.84 9.84 

SVM 92% 0.92 0.92 0.92 

InceptionV3 

DT 68% 0.68 0.68 0.67 

NB 80% 0.82 0.80 0.79 

K-NN 80% 0.82 0.80 0.79 

SVM 90% 0.90 0.90 0.90 

MobileNetV2 

DT 73% 0.74 0.73 0.73 

NB 84% 0.84 0.84 0.84 

K-NN 88% 0.88 0.88 0.88 

SVM 93% 0.83 0.83 0.83 

ResNet50 

DT 75% 0.75 0.75 0.75 

NB 67% 0.72 0.67 0.67 

K-NN 74% 0.76 0.74 0.74 

SVM 65% 0.71 0.65 0.64 

According to Table 4, the ML algorithm using hyperparameters calculated with Bayesian optimization was successful 

in classifying each CNN model extracted features. Also, the SVM structure was better in differentiating between classes 

as the accuracy results are higher than those obtained with other CNN models. When the models are compared, it was 

observed that the highest accuracy was achieved with MobileNetV2, and among the ML algorithms, the best 

classification was provided by the SVM with 93% accuracy. The Precision, Recall, and F1-Score values for 

MobileNetV2-SVM are 0.83 each. Figure 8 shows the confusion matrix obtained with the MobileNetV2 - SVM model. 

 

Figure 8. Confusion matrix model MobileNet-SVM 

The results showed that the model proposed in this research for diagnosing COVID-19 was successful and highly 

accurate. 
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5. Conclusion 

The CNN model extracted 80% of features for training data and 20% for testing. These extracted features are assigned 

to four different ML algorithms for further classification and were optimized with Bayesian optimization in order to 

obtain the most accurate result. The pre- and post-optimized Bayesian accuracies are found on four architectures. First, 

the Resnet50, SVM, DT, NB, and k-NN accuracies before optimization were 52%, 74%, 55%, and 76%, respectively, 

while after optimization, the values became 52%, 75%, 76%, and 74%. Second, on the MobilenetV2, SVM, DT, NB, 

and k-NN accuracies before optimization were 92%, 70%, 66%, and 88%, respectively, and after optimization, the values 

were 93%, 73%, 84%, and 88%. Third, on the InceptionV3, SVM, DT, NB, and k-NN accuracies were 89%, 69%, 82%, 

and 81%, respectively, while after optimization, the values were 90%, 69%, 80%, and 80%. Finally, on Densnet201, 

SVM, DT, NB, and k-NN accuracies were 91%, 73%, 80%, and 85%, respectively, and after optimization, the results 

were 91%, 73%, 83%, and 84%. Based on the confusion matrix calculation, the best classification results using the 

MobileNetV2-SVM structure give 93% accuracy. The results showed that the SVM was higher than the other three ML 

algorithms. Therefore, it is concluded that the proposed research for the diagnosis of COVID-19 is very accurate. 

The disadvantage of this research is that it provides all scanned images directly as input to the network. Also, the 

research that uses optimization to improve network prediction performance is still limited. The results indicated that 

when the lung segmentation and hyperparameter optimization of the ML algorithm are compared with previous research 

with the same dataset, it provides a significant difference in improving the system performance. This simply means that 

this current research helps to achieve high classification accuracy through the combination of a state-of-the-art CNN 

model and an optimized ML algorithm. 

Even though this research provided high performance in diagnosing COVID-19, it also has limitations. For example, 

the proposed model provided high classification accuracy in the COVID-19 Radiographic Database dataset but is likely 

to show lower accuracy in different datasets. This is because the scanned images in the data set differ from each other 

due to labels, noise, etc. To solve this problem, AI needs to be trained with scanned images taken at different times and 

places. In addition to the diversity of the data, the distribution between classes in the data is also important. It was 

discovered that the imbalance between the numbers of classes negatively affected the training, and the difference in the 

data augmentation method used to eliminate this imbalance also changed the classification accuracy. Another limitation 

is that the processing time of the Bayesian optimization was too high, despite improving the success of the ML 

classification. This simply means that the parameter optimization slows down the diagnosis speed. 
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