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Abstract 

Objectives: This article aims to enhance the efficiency of clothing recognition and retrieval by implementing deep learning 

algorithms for personalized clothing pattern recognition. Methods: Based on the you only look once version 4 (YOLOv4) 

algorithm in deep learning, the CSPDarknet-53 in the original algorithm was replaced by GhostNet, and the original Leaky 

ReLU activation function was replaced by FMish. Then, an improved YOLOv4 algorithm was obtained. Experiments were 

carried out on the personalized clothing pattern set, the Fashion Mnist dataset, and the DeepFashion dataset to compare 

and analyze different algorithms. Findings: When replacing CSPDarknet-53 with GhostNet and the Leaky ReLU activation 

function with FMish, the optimized YOLOv4 algorithm performed significantly better, verifying the reliability of the 

YOLOv4 improvement. The optimized algorithm achieved an F1 value of 94.22% and a mAP of 95.41% on different 

datasets, and 39.51% and 49.56% on the DeepFashion dataset, respectively, outperforming other deep learning methods 

such as the faster-recurrent convolutional neural network. Furthermore, the floating-point operations per second of the 

optimized YOLOv4 algorithm were 8.72 G, showing a reduction of 49.71% compared to the traditional algorithm. This 

suggested that it had low complexity and calculation amounts. Novelty: The optimized YOLOv4 algorithm performs 

excellently in recognizing personalized clothing patterns, which can provide a new and reliable approach for recognition 

and retrieval in the field of clothing. 

Keywords: Deep Learning; Personalized Clothing; Pattern Recognition; Activation Function; Recognition Effect. 

 

1. Introduction 

With the changes and developments in society, clothing materials, styles, and patterns have also evolved. Clothing 

design has shifted from being purely practical to becoming more personalized. Unique textures and patterns are 

increasingly used in fashion design, making personalized clothing a current trend and an important driver of 

consumption. Under the influence of technological advances and changing perspectives, clothing sales have gradually 

shifted from traditional offline channels to online channels. For clothing companies, in addition to personalized clothing 

design, the sales process also plays a crucial role in their development. When shopping for clothing online, consumers 

typically first determine the style they want or try to search for similar styles after finding a particular pattern. This makes 

clothing pattern recognition particularly important. As personalized clothing continues to develop, clothing pattern 

recognition becomes more challenging. Personalized clothing pattern recognition is an image recognition problem, and 

with the advancement of deep learning technology [1], an increasing number of methods have been applied to image 

recognition.  
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Wang et al. [2] studied the recognition of pest images, compared three different deep learning models, and obtained 
recognition rates of over 80%. This research provides a reference for further studies in the field of agricultural pest 
recognition. In a convolutional neural network (CNN), Yang et al. [3] merged transfer learning with ensemble learning 

to detect damage on wind turbine blades. Through experiments, they found that this method outperformed support vector 
machines. Yang et al. [4] utilized deep learning edge algorithms for the recognition of digestive endoscopy images. The 
results showed that the accuracy of the approach was 68% higher than that of the simple you only look once (YOLO) 
algorithm, and both the accuracy and speed were 21% and 85% higher respectively compared to the recurrent 
convolutional neural network (RCNN).  

Anubha Pearline et al. [5] conducted research on plant recognition in images and compared different methods. 

Through experiments, they found that using logistic regression as a classifier, the VGG19 CNN structure achieved 
accuracies of 96.53%, 96.25%, and 99.41% on different datasets. Zhang et al. [6] utilized a dual-stream heterogeneous 
backbone network based on VGG-16 and Res2Net-50 to extract image features, achieving detection of color images. 
Experimental results on four publicly available datasets demonstrated the outstanding performance of this approach. 
Tsuiki et al. [7] developed a deep CNN for recognizing lateral head shadow measurement film images and found its high 
accuracy through experiments. Vinolin et al. [8] designed a deep convolutional neural network called Taylor-ROA-based 

DeepCNN using the Taylor-rider optimization algorithm to detect forged and original images. The experimental results 
demonstrated that this approach significantly improved accuracy compared to existing methods. Zhang et al. [9] 
proposed a method for detecting internal cracks in corn seeds by combining deep learning algorithms with edge detection 
threshold processing. The experiments show that this method achieves recognition accuracies of 95.08% and 95.75% 
for cracked and uncracked seeds, respectively.  

Wang et al. [10] introduced an enhanced YOLOv3 algorithm to detect illegal opium poppy cultivation in low-altitude 

drone inspections. Testing on a self-created dataset revealed that this approach reduced parameters and enhanced 
recognition accuracy, offering technological support for low-altitude opium poppy detection. While deep learning 
methods have already achieved mature applications in various fields such as engineering, agriculture, medicine, etc., 
research regarding clothing pattern recognition remains relatively scarce. Currently, the most commonly used approach 
in clothing pattern recognition relies on extracting features such as edges and contours for classification and 
identification, which leads to poor accuracy. However, with the rapid development of e-commerce, there is an increasing 

demand for clothing pattern recognition, classification, and retrieval. The existing methods fail to meet the needs of 
consumers searching for interesting clothing items in e-commerce. Therefore, a new method is urgently needed. This 
paper mainly focuses on the research of deep learning methods. It designed an optimized you only look once version 4 
(YOLOv4) method using GhostNet and FMish activation function based on YOLO series algorithms in deep learning. 
Through experiments, the reliability of this method in recognizing personalized clothing patterns was demonstrated. The 
research flowchart is shown in Figure 1. The research in this article presents a novel approach for recognizing and 

retrieving clothing, while also providing theoretical support for further studies on YOLO series algorithms. This not only 
benefits the future application of YOLO series algorithms in the field of pattern recognition but also offers guidance for 
enhancing the YOLOv4 algorithm. 

YOLOv4 algorithm introduction

Feature extraction 

network
Activation function

GhostNet FMish

Personalized 

clothing pattern 

set

Fashion Mnist
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DeepFashion

dataset

Result analysis (precision, recall rate, F1 value, and 

mean average precision)

Optimized YOLOv4

 

Figure 1. Research flowchart 
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2. Personalized Clothing Pattern Recognition Method 

2.1. Deep Learning and YOLOv4 Algorithm 

The pattern of personalized clothing contains a lot of complex feature information, and the traditional recognition 

method achieves clothing classification by extracting edges, contours, etc. However, the accuracy rate is not high. Deep 

learning is developed on the basis of artificial neural networks [11], which can extract deep feature information from 

data. Commonly used methods include CNN, generative adversarial network (GAN), etc. [12], which are widely used 

in speech recognition, image processing, etc. [13]. This paper chooses the YOLOv4 algorithm from the YOLO series 

algorithms. 

Personalized clothing pattern recognition requires fast recognition speed and high accuracy to meet the needs of 

consumers. The YOLOv4 algorithm is an enhancement of the YOLOv3 algorithm that significantly optimizes both the 

accuracy and speed of recognition. 

The principle of the YOLOv4 algorithm [14] is described as follows. For an input of 461 × 416 × 3, three different 

sizes of feature maps are obtained in the backbone feature extraction network (CSPDarknet-53), the spatial pyramid 

pooling (SSP) module enlarges the perceptual field, and the three feature maps are fused by the path aggregation network 

(PANet) to further strengthen the learning capacity of the network for features. The training of the YOLOv4 algorithm 

is achieved by error backpropagation, and the loss function used includes the following three components. 

(1) Category loss: 

The cross-entropy loss function is used here, and the formula can be written as: 

𝐿𝑜𝑠𝑠𝑐𝑙𝑎𝑠𝑠 = ∑ 𝐼𝑖𝑗
𝑜𝑏𝑗𝑆×𝑆

𝑖=0 ∑ [P̂i(c) log(Pi(c)) + (1 − P̂i(c)) log(Pi(c))]C∈classes ,  (1) 

where 𝑆 × 𝑆 represents the size of the output grid, 𝐼 stands for detection bounding box generated by a priori box, 𝑃𝑖(𝑐) 
stands for true value of the category, and �̂�𝑖(𝑐) stands for predicted value of the category. 

(2) Loss of confidence: 

The same cross-entropy loss function is applied in this part, and its equation is: 

𝐿𝑜𝑠𝑠𝑐𝑜𝑛𝑓𝑖 = ∑ ∑ 𝐼𝑖𝑗
𝑜𝑏𝑗𝐵

𝑗=0
𝑆×𝑆
𝑖=0 [�̂�𝑖 log(𝐶𝑖) + (1 − �̂�𝑖) log(1 − 𝐶𝑖)] − 𝜆𝑛𝑜𝑜𝑏𝑗 ∑ ∑ 𝐼𝑖𝑗

𝑛𝑜𝑜𝑏𝑗𝐵
𝑗=0

𝑆×𝑆
𝑖=0 [�̂�𝑖 log(𝐶𝑖) +

(1 − �̂�𝑖) log(1 − 𝐶𝑖)],  
(2) 

where 𝐵 is the number of boxes in each grid, 𝜆𝑛𝑜𝑜𝑏𝑗 represents loss factor, 𝐶𝑖 represents the true value of the confidence 

level, and �̂�𝑖 represents the predicted value of the confidence level. 

(3) Regression box position loss: 

This part uses the complete intersection over union (CIOU) as the loss function, and the equation can be written as: 

𝐿𝑜𝑠𝑠𝐶𝐼𝑂𝑈 = 1 − 𝐼𝑂𝑈 +
𝜌2(𝑏2,𝑏)

𝑐2
+ 𝜐𝛼, (3) 

𝜐 =
4

𝜋2
(𝑎𝑟𝑐𝑡𝑎𝑛

�̂�

ℎ̂
− 𝑎𝑟𝑐𝑡𝑎𝑛

𝑤

ℎ
) ℎ2, (4) 

𝛼 =
𝜐

(1−𝐼𝑂𝑈)+𝜐
, (5) 

where 𝐼𝑂𝑈 stands for intersection over union, 𝜌2(𝑏2, 𝑏) is the Euclidean distance between the center points of the two 

bounding boxes, 𝑐 stands for the Euclidean distance of the diagonal in the union set region of the two bounding boxes, 

𝜐 stands for the stability parameter to measure the aspect ratio of the bounding box, 𝑤 and ℎ are the width and height of 

the real frame, �̂� and ℎ̂ are the width and height of the prediction frame, and 𝛼 represents the balance parameter. 

Ultimately, the loss function of the YOLOv4 algorithm is: 

Loss = Lossclass + Lossconfi + LossCIOU. (6) 

2.2. Optimized YOLOv4 Algorithm 

To further enhance the effectiveness of the YOLOv4 algorithm for personalized clothing pattern recognition, the 

YOLOv4 algorithm is optimized. Firstly, the CSPDarknet-53 network used in the YOLOv4 algorithm is replaced by 

GhostNet. GhostNet is a staged convolutional computation module [15] that consists of two steps: (1) performing 

traditional convolutional operations to obtain the feature map; (2) performing deep convolutions based on the obtained 

feature map. This approach can reduce the computational effort of the convolutional operation, thus strengthening the 

algorithm performance. 
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GhostNet consists of a series of Ghost bottlenecks, and Ghost bottleneck contains two Ghost modules, as illustrated 

in Figure 2. 

Ghost
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BN
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Figure 2. Ghost bottleneck 

In the Ghost bottleneck, when stride=1, the first and second Ghost modules are employed to increase and decrease 

the number of channels respectively, and batch normalization (BN) and Relu nonlinear activation are used in the middle. 

When stride=2, deep convolution (DWConv) is added to improve the performance. Using GhostNet to replace the 

CSPDarknet-53 network in the traditional YOLOv4 algorithm, Figure 3 illustrates the network structure of the optimized 

YOLOv4 algorithm. 
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Figure 3. The network structure of the optimized YOLOv4 algorithm 
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As shown in Figure 3, the YOLOv4 algorithm is applied to the pattern recognition of personalized clothing. For the 

input clothing pattern, the GhostNet module is applied to extract the pattern features of the personalized clothing, and 

three feature maps of different sizes are obtained and connected to PANet and SPP, respectively. The SPP layer increases 

the perceptual field through maximum pooling, while fusion between different feature layers is achieved in PANet. 

Finally, the YOLO head module discriminates and adjusts the prediction frames obtained from each feature layer to 

obtain the final prediction frame. 

To ensure the stability of the training, the activation function is indispensable in the network. According to Figure 3, 

it can be found that the Leaky ReLU activation function is involved in the improved YOLOv4 algorithm: 

𝑦𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈 = {
𝑥, 𝑥 > 0
𝛾, 𝑥 ≤ 0

} = 𝑚𝑎𝑥(0, 𝑥) + 𝛾𝑚𝑖𝑛(0, 𝑥), (7) 

where 𝛾 is a constant very small gradient, generally taken as 0.01. The main problem with Leaky ReLU is that the 

transmission reliability on negative intervals is not high; therefore, to improve this, it is replaced by the FMish function: 

𝑦𝐹𝑀𝑖𝑠ℎ =
𝑥 ln(1+𝑒𝑥)

√1+ ln2(1+𝑒𝑥)
. (8) 

FMish can ensure the stability of the training more effectively, as the gradient at the zero point does not change 

abruptly, while avoiding the problem of oversaturation. 

3. 1. Experiment and Analysis 

3.1. Experimental Environment and Evaluation Indicators 

The experiments were conducted in a Windows 10 environment with 32 GB of memory, using Python 3.8 as the 

programming language and Pytorch 1.7.1 as the deep learning framework. The following indicators were used to assess 

the deep learning method designed in this paper: 

1)  Precision: P =
TP

TP+FP
, 

2)  Recall rate: R =
TP

TP+FN
, 

3)  F1 value: F1 =
2PR

P+R
, 

4)  Mean average precision (mAP): mAP =
∑ AP(i)n
i=1

n
, AP = ∫ P(R)dR

1

0
. 

In the above equations, 𝑇𝑃 stands for the number of positive samples forecasted to be positive, 𝐹𝑃 stands for the 

number of negative samples forecasted to be positive, 𝐹𝑁 stands for the number of positive samples forecasted to be 

negative, 𝑛 is the number of categories, F1 value represents the harmonic mean of precision and recall rate, and 𝐴𝑃 is 

the integral of the P-R curve. 

3.2. Dataset 

(1) The personalized clothing pattern set designed in this paper: it contains three different personalized patterns, all 

of which can be used in clothing pattern design. The patterns contain different shapes and texture variations. One of 

them is shown in Figure 4, which embroiders the imagery of flying cranes, red sun, and floating clouds through different 

colored silk threads, supplemented by beadwork such as rice beads and tube beads to emphasize the pattern’s outline 

and enhance its ornamental nature. The use of materials considers both soft and rigid, cold and warm, achieving color 

coordination and the unity of thickness and softness. In addition, the design of the pattern also contains a good symbolic 

meaning of rising day by day. It was processed into a 28×28 grayscale image, and the expansion of the dataset was 

realized by random flipping. The training and test sets were divided in a ratio of 8:2. 

(2) Fashion Mnist dataset [16]: it contains about 70,000 clothing images and ten different clothing categories (trouser, 

T-shirt, coat, sandals, shirt, dress, pullover, bag, sneaker, and ankle boots). The number of samples in the training and 

test sets was 60,000 and 10,000, respectively. 

(3) DeepFashion dataset [17]: it contains about 800,000 clothing images and 50 different clothing categories, and 

five of them were selected for analysis in this paper, as shown in Table 1. 
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Figure 4. Personalized clothing pattern design 

Table 1. DeepFashion dataset 

Clothing category Training set/n Test set/n 

Blazer 33,591 8,514 

Dress 34,072 8,853 

Jeans 33,394 8,242 

Shorts 35,632 9,411 

Sweater 32,021 8,341 

3.3. Result Analysis 

First, for personalized clothing pattern recognition, the YOLOv4 algorithm was also used to compare the effects of 

different feature extraction networks. Table 2 represents the results. 

Table 2. Effects of feature extraction networks on the recognition effect of personalized clothing patterns 

 CSPDarknet-53 GhostNet 

Precision/% 91.24 93.27 

Recall rate/% 85.77 87.44 

F1 value/% 88.42 90.26 

mAP/% 91.76 93.58 

From Table 2, it was seen that for pattern recognition of personalized clothing, the traditional YOLOv4 algorithm, 

i.e., when using CSPDarknet-53 as the feature extraction network, had a precision of 91.24%, a recall rate of 85.77%, 

an F1 value of 88.42%, and a mAP value of 91.76%, while after using GhostNet instead of the original CSPDarknet-53, 

the algorithm achieved a precision of 93.27% (improved by 2.03%), a recall rate of 87.44% (improved by 1.67%), an F1 

value of 90.26% (improved by 1.84%), and a mAP value of 93.58% (improved by 1.82%), i.e., all the indicators 

suggested significant improvements. These results showed that GhostNet performed better in feature extraction than 

CSPDarknet-53, i.e., it could extract features more effectively from complex personalized patterns, thus achieving better 

performance in personalized clothing pattern recognition. 

Then, the effect of activation functions Leaky ReLU and FMish on the recognition performance of personalized 

clothing patterns was compared in the case of using GhostNet, the results are displayed in Table 3. 

Table 3. The effect of activation function on the recognition of personalized clothing pattern 

 Leaky ReLU FMish 

Precision/% 93.27 94.57 

Recall rate/% 87.44 89.61 

F1 value/% 90.26 92.02 

mAP/% 93.58 95.16 
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From Table 3, it was seen that when FMish was used as the activation function in the optimized YOLOv4 algorithm, 

the algorithm showed some improvement in all indicators. In comparison, when FMish was used instead of Leaky ReLU, 

the algorithm achieved a precision of 94.57% (improved by 1.3%), a recall rate of 89.61% (improved by 2.17%), an F1 

value of 92.02% (improved by 1.76%), and a mAP value of 95.16% (improved by 1.58%) in personalized clothing 

pattern recognition, proving the reliability of FMish as an activation function and the reliability of YOLOv4 

improvement. 

On the Fashion Mnist dataset, the improved YOLOv4 algorithm was compared with other deep learning methods: 

① the Faster-RCNN algorithm [18], 

② the single shot multibox detector (SSD) algorithm [19], 

③ the YOLOv3 algorithm [20], 

④ the YOLOv4 algorithm, 

⑤ the attention-YOLOv4 algorithm [21]. 

Figure 5 illustrates the results. 

 

Figure 5. Comparison of the recognition results of different methods on the Fashion Mnist dataset 

The optimized YOLOv4 algorithm achieved better results than the other methods in all indicators, as observed from 

Figure 5. In terms of the F1 value comparison, the optimized YOLOv4 algorithm was 94.22%, which was increased by 

5.04% compared to the Faster-RCNN method, 4.01% compared to the SSD approach, 1.97% compared to the YOLOv3 

algorithm, 1.02% compared to the YOLOv4 algorithm, and 0.35% compared to the attention-YOLOv4 algorithm. In 

terms of the mAP comparison, the optimized YOLOv4 algorithm was 95.41%, which increased by 5.29% compared to 

the Faster-RCNN algorithm, 3.34% compared to the SSD method, 2.08% compared to the YOLOv3 algorithm, 1.29% 

compared to the YOLOv4 algorithm, and 0.4% compared to the attention-YOLOv4 algorithm. It can be concluded that 

the optimized YOLOv4 algorithm had the best performance in clothing recognition on the Fashion Mnist dataset and 

could achieve good classification of different kinds of clothing. 

The results of different methods after recognizing the DeepFashion dataset are illustrated in Figure 6. 

According to Figure 6, the optimized YOLOv4 algorithm exhibited the best recognition performance on the 

DeepFashion dataset. However, its recognition performance on the DeepFashion dataset was obviously lower than that 

on the Fashion Mnist dataset, which may be because the larger amount of clothing data and more complex clothing 

categories in the DeepFashion dataset resulted in more cases of recognition errors. Specifically, the mAP of the optimized 

YOLOv4 algorithm on the DeepFashion dataset was 49.56%, which increased by 13.45% compared to the Faster-RCNN 

method, 5.29% compared to the SSD method, 4.5% compared to the YOLOv3 algorithm, 1.33% compared to the 

YOLOv4 algorithm, and 0.53% compared to the attention-YOLOv4 algorithm, proving the effectiveness of the method 

in recognizing different clothing categories. 
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Figure 6. Comparison of recognition results between different methods on the DeepFashion dataset 

Finally, the complexity of several YOLO algorithms was compared in terms of floating-point operations per seconds 

(FLOPs). Using the DeepFashion dataset as an example, the results are presented in Figure 7. 

 

Figure 7. Complexity comparison of YOLO algorithms 

From Figure 7, it was observed that the YOLOv3 algorithm had a FLOPs of 24.56 G, indicating its high complexity 

and heavy computational load. In comparison, the YOLOv4 algorithm had a FLOPs of 17.34G, which was 29.4% lower 

than the YOLOv3 algorithm. This reduction demonstrated the optimization resulted in a significant reduction in 

algorithm complexity. The FLOPs of the attention-YOLOv4 algorithm was 15.24 G, which was 12.11% lower than the 

YOLOv4 algorithm. The improved YOLOv4 algorithm had a FLOPs of 8.72 G, which was 49.71% lower than the 

YOLOv4 algorithm and 42.78% lower than the attention-YOLOv4 algorithm. By replacing the original CSPDarknet-53 

with GhostNet, the optimized YOLOv4 algorithm significantly reduced the computational load and had lower FLOPs 

than the attention-YOLO4 algorithm, demonstrating its excellent computational efficiency in clothing pattern 

recognition. 
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4. Discussion 

The problem of recognizing personalized clothing patterns can be considered as an object detection algorithm. With 

the continuous development of deep learning, the YOLO algorithm has received increasing research attention. In order 

to achieve a better balance between speed and accuracy, researchers have made various improvements and optimizations 

to the YOLO series algorithms and applied them in different fields for experimentation. This article focused on the 

pattern recognition problem of personalized clothing and improved the YOLOv4 algorithm in order to design an 

enhanced version of YOLOv4, which was then compared with some existing deep learning methods. 

From the experimental results, firstly, this study demonstrated the reliability of the improvements made to the 

YOLOv4 algorithm through experiments on a personalized clothing pattern dataset. By comparing the results in Table 

2 and Table 3, it can be observed that both CSPDarknet-53 and Leaky ReLU in the traditional YOLOv4 algorithm 

performed worse than GhostNet and FMish used in the improved version. The precision, recall rate, and other 

performance indicators of the improved YOLOv4 algorithm were significantly increased, indicating that the direction of 

YOLOv4 improvement in this study is correct. By replacing the feature extraction network and activation function, the 

algorithm's recognition effectiveness has been effectively enhanced. 

Furthermore, based on the results of comparisons with other deep learning methods on Fashion Mnist and 

DeepFashion datasets, the improved YOLOv4 algorithm demonstrated superior performance. It exhibited higher 

recognition efficiency compared to both other deep learning methods and other modified versions of YOLOv4. The 

comparison of algorithm complexity (Figure 6) showed both improved YOLOv4 algorithms had lower FLOPs than the 

YOLOv3 and YOLOv4 algorithms. However, in this comparison, the improved YOLOv4 algorithm had FLOPs below 

10 G, which was 49.71% lower than the YOLOv4 algorithm and 42.78% lower than the attention-YOLOv4 algorithm. 

These results provide sufficient evidence of the computational efficiency advantage of the improved YOLOv4 algorithm 

proposed in this paper. 

The comprehensive experimental results reveal that the improved YOLOv4 algorithm, designed in this paper, 

significantly enhances the accuracy and efficiency of the algorithm by improving both the feature extraction network 

and activation function, making it applicable for practical clothing pattern recognition. 

5. Conclusion 

This paper focused on the recognition of personalized clothing patterns. The traditional YOLOv4 algorithm was 

optimized using the deep learning method. Through experimentation, it was found that the optimized YOLOv4 algorithm 

outperformed the original YOLOv4 algorithm on various datasets, showcasing the reliability of the enhancements and 

its potential application in practical personalized clothing recognition, classification, and retrieval. In future research, we 

will explore additional optimization possibilities for the YOLOv4 algorithm and conduct experiments on a broader range 

of datasets. 
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