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Abstract 

This study is based on the traffic accident data of Taoyuan City from the government's open data. The study compiled the 

data set of traffic accidents in Taiwan from 2012 to 2017, and six classifiers were applied to evaluate the effectiveness of 

traffic accident prediction with the number of injuries as the prediction target. In order to verify the classifier's stability, 

cross-validation was used to evaluate the model during the training process, and the multilayer perceptron neural network 

(MLPNN) classifier performed best in testing the dataset's accuracy and evaluating the model's best performance. Then, a 

boosting ensemble learning approach and a combination of traffic accident factors improve the experiment's performance. 

According to this experiment, the results show that this study uses the Pearson Chi-square feature selection method to 

select important traffic factor combinations, and the boosting method indeed helps improve the effectiveness of the 

construction of the traffic accident model. Finally, the experimental results of the NN-MLP model have a correct rate of 

77% and AUC is 78.7%. In constructing the model, it was found that the degree of injury, the part of the vehicle hit, the 

type of accident, the leading cause, the type of vehicle, and the period of the accident were the main factors causing 

dangerous traffic accidents. 

Keywords: Data Mining; Multilayer Perceptron Neural Network; Traffic Accident; Government Open Data; Feature Selection. 

 

1. Introduction 

Injuries caused by traffic accidents are a common problem worldwide, so it is necessary to avoid accidents and take 

precautionary measures. Traffic safety has always been an important issue for the government and the public, and the 

most effective way to improve traffic safety is to reduce the severity of accidents [1]. In recent years, road traffic analysis 

has focused on the risk factors for traffic severity and fatalities [2], but many of the major factors in traffic accidents 

have not yet been identified and analyzed. Traffic accidents are the costliest events in terms of human and financial 
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resources. According to World Health Organization (WHO) statistics, traffic accidents are responsible for more than 

1.25 million deaths worldwide each year, while the number of people who suffer non-fatal injuries is between 20 million 

and 50 million, many of whom are disabled as a result of their injuries. The report states that traffic accidents cause most 

countries to lose 3% of their gross domestic product (GDP) [3]. Taiwan’s traffic accident data is calculated by the 

National Police Agency, Ministry of the Interior [4]. The number of fatalities in traffic accidents decreased from 2,040 

in 2013 to 1,604 in 2016, but the number of traffic accidents is gradually increasing from 278,388 accidents and 373,568 

injuries in 2013 to 305,556 accidents and 403,906 injuries in 2016. Deaths and injuries caused by car accidents have led 

to increased medical expenses, loss of productivity, reduced quality of life, and loss of personnel. Taiwan’s institute of 

Transportation, Ministry of Transportation and Communications, estimated that the social cost of traffic accidents 

increased by approximately NT$444.5 billion, accounting for 3.3% of Taiwan’s GDP in 2013 [5]. It is clear that traffic 

accidents have long been a major crisis in daily life and in the country. 

In order to avoid traffic accidents, the NPA evaluates traffic accident data and analyzes the main factors causing the 

accident every year, and adopts publicity measures to reduce the accident rate in response to these factors. According to 

the NPA’s data in 2016, the number of motor vehicles increased by 0.51% from 21,400,897 to 21,510,560 in 2015 [4]. 

At that time, because the government implemented a number of traffic safety policies, the number of Class A1 traffic 

accidents (resulting in injury or death within 24 hours) decreased by 1,555 from 1,639 (-5.13%) in 2015. From the data 

of the past years, Class A1 has a trend of decreasing year by year. However, summing Class A1 and A2 (causing injuries 

or more than 24 hours of death) showed an increase from 120,223 cases in 2003 to 305,556 cases in 2016, indicating 

that the government still needs to do more to prevent traffic cases. In the face of the yearly increase in the number of 

traffic accidents, the government has also summarized the following factors, including the most frequently occurring 

factors, location, and time of the accident [4]. The most common causes of accidents were failure to give way (19.54%), 

improper turn (14.1%), violation of signal control (8.33%), and failure to maintain safe driving distance and separation 

(7.26%). In terms of road types, traffic accidents are the most common on urban roads (75.66%). Observing the time of 

traffic accidents, it is found that daytime is higher than nighttime, and the two periods of 8–10 o'clock (10.80%) and 6–

8 o'clock (10.42%) are the most. So, it is necessary to analyze past data on traffic accidents, and these analysis results 

can be used to make future safety promotion decisions to reduce traffic accidents and injuries. The above is based on 

descriptive statistics. However, the events that cause traffic accidents are caused by a variety of factors. Chen & Jovanis 

[6] argued that using traditional statistical techniques to analyze large-dimensional datasets may cause some problems 

and that statistical models have their own specific assumptions, the violation of which may lead to some erroneous 

results. This is a limitation of traditional statistical methods. But using data mining can unearth the hidden information 

in large-dimensional data sets [6]. Machine learning technology is also widely applied to traffic management problems, 

including group optimization algorithms and decision tree algorithms to find the best control between traffic signals on 

the road to solve traffic congestion problems [7, 8]. 

Past studies have explored factors affecting traffic accidents, including month, time, week, year, number of victims, 

weather, light, accident type, main factors of the accident, the severity of the injury, road signs, road characteristics, and 

road types [9-13]. In addition, some studies have shown that socioeconomic status is related to the occurrence of traffic 

accidents. For example, the GDP is directly proportional to the death rate from traffic accidents, but if the population 

using automobiles and motorcycles changes, different results will be obtained. Whether a city is prosperous is strongly 

correlated with the number of deaths caused by automobiles and motorcycles, so it is also an important factor. However, 

countries with different levels of wealth have different results. A study observed low- and middle-income countries and 

found that the degree of regional prosperity has a positive relationship with the fatalities of traffic accidents; in high-

income countries, the fatalities of traffic accidents in the richest regions are relatively the lowest [14]. 

Traffic accidents are caused by four major factors, such as vehicles, roads, people, and irresistible events, and each 

contains various influencing factors. The conditions between the factors are not completely independent, and there is an 

interaction between the factors. Therefore, exploring the causes of traffic accidents is an important issue. Now, there 

have been many studies on the factors contributing to traffic accidents. For example, Abellán et al. [15] adopted decision 

trees to analyze the severity of traffic accidents. Their study discussed the type of crash, age of the perpetrator, weather, 

time of occurrence, light, age, shoulder width, number of people involved, road guardrails, and other factors. Then the 

research results show that whether to wear a seat belt, road shoulder driving, driver visibility, and lighting are the main 

factors affecting a collision's severity. In addition, they also found that the accident rate of motorcycle accidents on rural 

roads and in good weather was about 69.9%. If the above conditions are combined with the fact that the driver is male, 

the accident rate is about 68.5%. Therefore, several preventive strategies are proposed for motorcyclists, including strict 

monitoring of rural roads and lowering the maximum speed limit on rural roads, to reduce traffic accidents. 

In addition, other scholars use different research methods and influencing factors to discuss the causes of traffic 

accidents. Kumar & Toshniwal [11] used data exploration to obtain factors including the number of injured, time, month, 

road type, severity of injury, type of accident, light, and surrounding environment of the area. They used data clustering 

and correlation rules to analyze the data, then grouped the data into six clusters and further explored them using the 

correlation method. They found that (1) the highest percentage of two-wheeled accidents occurred at road intersections 
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and markets nearby (27.48%); (2) the highest rate of two-wheeled accidents occurred in non-highway areas; (3) two-

wheeled accidents are more likely to occur near markets and between 4 p.m. and 8 p.m. Kumar & Toshniwal [12] used 

k-means and relevance rules to analyze factors such as a month, time, week, number of people involved, light, accident 

type, severity of injury, road type, road characteristics, age, and surrounding environment. They divided the accident 

frequency into three groups: high, medium, and low, and then further used correlation analysis to explore the reasons for 

the different frequencies of accidents. They found that in the high-frequency group, accidents were most likely to occur 

at intersections on high-speed roads, followed by multiple vehicle accidents on non-high-speed roads, agricultural roads, 

and road turns; in the medium-frequency group, pedestrians were likely to be struck at intersections in urban areas and 

on highways. 

Castro & Kim [10] analyzed weather, light, injury severity, road conditions, vehicle oil replenishment, humidity, and 

vehicle operating conditions and applied a Bayesian network, multilevel perceptron, and J48 decision tree classifier. 

They found that light, vehicle operation, and road type were the most influential factors during classifier training. In 

addition, they found that the age of the vehicle and the weather did not significantly affect the injury's severity. Zeng et 

al. [13] used a Bayesian hierarchical logistic regression analysis to verify factors such as type of accident, severity of 

injuries, safety measures (seat belts), vehicle type, driver status, portion of the vehicle impacted, age of the vehicle, 

whether the location of the incident was near the workplace, age, and whether the driver had a record of violations. The 

results of this study showed that (1) older women and passengers who did not use safety equipment were most likely to 

be injured; (2) newer vehicles with low-speed conditions were less likely to be injured; and (3) head-on collisions or 

accidents on the road were the two most serious accidents. They believe that these findings will contribute to traffic 

safety education, regulations, and transportation facilities. 

Alkheder et al. [9] adopted k-means Clustering and an artificial neural network classifier to analyze factors such as 

year, day, time, cause of accident, type of accident, gender, nationality, age, whether seat belts were used, the severity 

of injury, light, road surface condition, weather, and other variables. Their research results show that the use of artificial 

neural network models to analyze traffic accident data sets has a 74.6% correct probability of prediction. And they 

believe that the result can provide the transportation department of the United Arab Emirates with a reference for 

improving traffic safety. 

This study summarizes the previous studies on the influencing factors of traffic accidents in Table 1. As a result of 

the above literature, this study plans to apply data mining technology to analyze the causes of traffic accidents. This 

study uses feature selection combined with the NN-MLP algorithm to analyze traffic accidents. The experimental design 

is based on the traffic accident factors and methods considered in previous traffic accident papers, and the results are 

analyzed using a combination of feature-selected factors and the NN-MLP algorithm. The data needed for this research 

uses machine learning, statistical methods, and optimization algorithms to mine complex and big data. Then, specific 

correlations and characteristics hidden in the dataset are analyzed. Finally, this study hopes that the results of this study 

can provide a reference for organizations or researchers to make decisions or forecasts. This study uses 70 complex 

factors, with the number of injuries as the main prediction target, to analyze traffic accidents by feature selection 

combined with the NN-MLP algorithm from open data in Taiwan. Among the factors, the six major influences on the 

number of injured persons in traffic accidents were found to be the most influential factors, including the initial impact 

site of the vehicle, vehicle type, time of day, type and type of accident, and the main cause. The actual application can 

be evaluated by referring to these factors or visualizing some combinations. For example, based on the visualization of 

three factors: vehicle type, main cause, and degree of injury, the type of motorcycle involved in a traffic accident is more 

likely to cause more than two injuries than a small passenger car. Therefore, we can strengthen the promotion of 

motorcycles in the distance limit between the front and back of the car or reduce the speed limit so that drivers can have 

a more defensive driving concept and reduce the medical burden and safety of the public. 

This study uses feature selection combined with the NN-MLP algorithm to analyze traffic accidents. The 

experimental design is based on the traffic accident factors and methods considered in previous traffic accident papers, 

and the results are analyzed using a combination of feature-selected factors and the NN-MLP algorithm. The results of 

the data analysis in this study confirmed the following factors, for example, the six main influencing factors of traffic 

accidents with injuries, and the most influential factors were found to be the initial impact area of the vehicle, vehicle 

type, time of day, accident type and type, and the main cause. For example, the visualization of the three factors of 

vehicle type, main cause, and degree of injury, the occurrence of traffic accidents with motorcycles is more likely to 

cause more than two injuries than that of passenger cars, so we can strengthen the promotion of motorcycles in the 

distance limit between the front and rear of the car or reduce the speed and other restrictions so that drivers have a more 

defensive driving concept, reducing the medical burden and driving safety. 

This research has some major contributions for transportation and traffic control agency practitioners and managers. 

This research designs a process for analyzing traffic accident data and constructs a prediction model for high-risk 

accidents. The results should be able to provide relevant government agencies to assess the key factors of traffic 

accidents, conduct safety advocacy for high-risk traffic factors, strengthen the importance of people's driving safety, and 
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reduce the social costs caused by traffic incidents. The main research limitation of this study is that the data analysis was 

performed using commercial software. As a result, the model design and data presentation are relatively limited, which 

makes it difficult to adjust the details of the model computation process in terms of details or parameters. For future 

research, it is recommended to try to test the disease analysis model with more flexible algorithms. The rest of the paper 

is presented as follows. Section 2 explains the methods of this study, while Section 3 proposes the data analysis results 

and discussion. Finally, the conclusions and research limitations of this work are discussed in Section 4. 

Table 1. Traffic accident impact factors 

Scholars 
Number of 

Factors 
Factor Name 

Abellan et al. [15] 20 

Type of accident, age, weather, road guardrail, main factor of accident, week, lane width, light, 

month, number of injured, number of people involved, shoulder type, road width, road marking, 

gender, shoulder width, sight distance, time, car payment, severity of injury 

Kumar et al. [11] 11 
Number of injured persons, age, gender, time, month, light, road characteristics, road type, accident 
severity, area surrounding, type of accident 

Kumar et al. [12] 13 
Number of people involved, age, gender, type of accident, time, week, month, location (number), 
light, road characteristics, the severity of an accident, surroundings, type of road 

Castro et al. [10] 8 Type of road, light, weather, humidity, operating condition of the car, oil used, age of the car, severity 

Zeng et al. [13] 13 

Degree of injury, age, gender, whether alcohol was consumed, safety equipment, driving violation 

record, age, vehicle type, speed rate, location of vehicle impact, location of the accident, whether 

near work, type of accident 

Alkheder et al. [9] 16 
Year, day, time, cause of the accident, type of accident, gender, nationality, age, seat belt, occurrence 
factor, severity of injury, light, road surface condition, speed limit, lane number, weather 

2. Methods 

This section introduces the dataset used in this study, including the redefinition of the data, the data exploration 

classifier used in the experiment, the experimental design framework, and the experimental evaluation method. Figure 

1 represents the research methodology flowchart.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1. Research Methodology Flowchart 

Research 
Methodology

Data Set 
This study employed the 2012-2017 Taoyuan City traffic accident dataset. Appropriate items were filtered according  to the 

needs of this study, including month, time, year, day, week, number of victims, weather, light, type of accident, sight distance, 

major factors in the accident, severity of injury, roadway signs, roadway type, roadway category, roadway condition, speed 

limit, safety equipment, vehicle type, driver's status, crash portion of the vehicle, lane guard, and nationality.

Data Mining Category
The approach used in this study is a supervised learning classification approach. For instance, support vector machine (SVM), 

artificial neural networks (ANN), multilayer perceptron neural network (MLPNN), radial basis function neural network 

(RBFNN)

Data Pre-processing and Data Integration 
During data processing, the data in an incident case is deleted if it is null or incorrect. Another situation is that  

the items or data types recorded in the original data of each year are different, so adjustments must be made. 

Experimental Design 
Experiment 1 explores the predictive capability of multiple classifiers, and initially experiments the best the 

neural network (NN) and the next best CHAID and C5.0 classifiers. Next, Experiment 2 uses the integrated 

boosting algorithm learning method and parameter optimization. Experiment 3 explores the combination of traffic 

accident factors.
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2.1. Data Set 

The data for this study is the Taoyuan City traffic accident dataset, taken from Taiwan's government open data 

(https://data.tycg.gov.tw/). The data provided by the platform is from 2012 to 2017. Since the traffic accident 

investigation's content varies annually, the data was compiled based on the original survey form fields in 2012. The 70 

factors used in this study are shown. However, the dataset has some problems, such as null values, incorrect case 

information, and different items recorded for each year. Thus, this study reorganizes these data. First, this study 

downloaded the 2012–2017 Taoyuan City traffic accident dataset from this platform and compiled it into a single dataset. 

Next, appropriate items were filtered according to the needs of this study, including month, time, year, day, week, number 

of victims, weather, light, type of accident, sight distance, major factors in the accident, the severity of injury, roadway 

signs, roadway type, roadway category, roadway condition, speed limit, safety equipment, vehicle type, driver's status, 

crash portion of the vehicle, lane guard, and nationality. 

2.2. Data Pre-processing and Data Integration 

During data processing, the data in an incident case is deleted if it is null or incorrect. Another situation is that the 

items or data types recorded in the original data for each year are different, so adjustments must be made. For example, 

the data for 2017 has the item of the week, but not in other years. Therefore, the data of the item of the week from other 

years must be extrapolated from the year, month, and day data. 

Because of the disparity in the sample size of injuries, binary partitioning was applied following a previous study 

[15]. The types of speed limit items are complex, so this study adjusts the data in the speed limit items according to the 

classification of highway speed limits by Taiwan’s Directorate General of Highways (DGH), which is divided into seven 

types (30, 40, 50, 60, 80, 100, and 120). In this study, the rules for redefining the data content are organized in Table 2. 

This study does not use the item "year" because the data for this item is not complete in the dataset. In the 2017 

dataset, the data type of this item for vehicle types was different from the previous years, so the data was converted to 

consistency. The 2012 dataset was missing data for the item "nationality," so this item was deleted in consideration of 

the integrity of the overall dataset. 

Table 2. Data Content Redefinition 

Factor Name Factor Data Content 

Injuries 
Injuries less than one person = 0 (Dangerous traffic accidents); more than two people were injured 
= 1 (High-risk traffic accidents) 

Speed Limit 30 = 0, 40 = 1, 50 = 2, 60 = 3, 80 = 4, 100 = 5, 120 = 6 

Vehicle Type 

Rickshaws, heavy motorcycles (250 to 500), heavy motorcycles (500 or more), compact/military 

vehicles, small light motorcycles, engineering vehicles/specially constructed vehicles, public 
motorbus, state-owned motor passenger carrier, private motorbus, private motor passenger carrier, 

personal-use bus, personal-use heavy truck, personal-use sedan, personal-use light truck. 

2.3. Data Mining Category 

Data mining is the process of digging out interesting or valuable information from a data set. The technology of 

mining is a combination of machine learning, optimization algorithms, and statistics. There are two types of data mining: 

supervised learning and unsupervised learning. The former means that the answer to the exact prediction target is known 

during the training process, and the prediction model for the problem is derived through iterative training; the latter 

means that there is no standard answer in the training data, so only the sample data of the discussion factor is input. After 

repeated training of unsupervised algorithms, the types of samples will be redefined. 

The approach used in this study is a supervised learning classification approach. Related classification algorithms for 

supervised learning have been proposed and applied in various fields. For example, data mining and machine learning 

were applied to network security [16], the support vector machine (SVM) was applied to biological data classification 

[17], the support vector machine and the artificial neural network were applied to construction engineering development 

[18], the decision tree was applied to education data to predict student learning performance [19], and the nearest 

neighbor method was applied to WEB product recommendation [20]. 

Artificial Neural Networks (ANN) is a supervised learning algorithm that uses computers to simulate artificial 

neurons to imitate biological neural networks. Neurons are connected to each other and obtain external information to 

calculate and transmit the calculation results to the outside or other neurons. Each neuron has a weight. The weight is 

updated during model training to predict the category more accurately [21].  

A. Multilayer Perceptron Neural Network (MLPNN) 

MLPNN is a supervised learning approach [22, 23]. MLPNN consists of interconnected neurons or nodes modeled 

by a nonlinear mapping between input and output vectors. The nodes are connected by weights and output signals that 
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are functions of the sum of the nodes' inputs, which are modified by simple nonlinear transmission or functions. MLPNN 

consists of a superposition of many simple nonlinear transmission functions so that the multilayer perceptron can 

approximate the extremely nonlinear functions, and the outputs of the nodes are scaled by the connected weights and fed 

forward as the input network of the next layer of nodes. Hence, the multilayer perceptron is called a feedforward neural 

network. Unlike other statistical techniques, MLPNNs do not require a priori assumptions about the data distribution; 

they can be trained to achieve smoother functions, model highly nonlinear functions, and train accurately on unexpected 

data. 

B. Radial Basis Function Neural Network (RBFNN) 

RBFNN is a feedforward neural network with different functions and network architectures. The focus is on the 

output layer, which is a combination of input layer RBF functions and neurons. This method deals with high-dimensional 

space and can compute suitable curves in multiple dimensions. Each neuron is trained by calculating the distance between 

the centroid of each neuron in the hidden layer and the input layer, and the Gaussian function is transformed to calculate 

the output value of each neuron (see Function 1). Then, the transformed neurons are computed by RBF units, and F is 

output (see Function 2) [24]. 

𝑅𝑖(𝑃) = 𝑒𝑥𝑝 [−
‖𝑃 − 𝐶𝑖‖

2

𝜎𝑖
2 ] (1) 

𝑦𝑖(𝑃) = ∑ 𝑅𝑖(𝑃) ×  𝜔(𝑗, 𝑖)

𝑢

𝑖=1

 (2) 

Based on the government's open data, this study adopts the supervised classification technique in data mining to 

construct a prediction model for high-risk (two or more injuries) traffic accidents. In this study, the factors and data sets 

for the training model were compiled based on the factors researched in the previous studies and considering the traffic 

accident data sets provided by the government (see Table 3). In addition, previous studies investigating traffic accidents 

have been able to determine the factors that influence traffic accidents, although the classifiers chosen are different. 

Therefore, this study was planned to test multiple classifiers to predict traffic accidents and evaluate the differences 

between classifiers. 

Table 3. Factors for access to government open data 

Obtainable factors a b c d e f 

Month ✓ ✓ ✓    

Time ✓ ✓ ✓   ✓ 

Year      × 

Day      ✓ 

Week ✓  ✓    

Number of victims ✓ ✓ ✓    

Weather ✓   ✓  ✓ 

Light ✓ ✓ ✓ ✓  ✓ 

Type of accident ✓ ✓ ✓  ✓ ✓ 

Sight distance ✓      

Major factors of the accident ✓     ✓ 

Severity of injury ✓ ✓ ✓ ✓ ✓ ✓ 

Road signs ✓      

Road type  ✓ ✓    

Road category   ✓    

Road condition    ✓  ✓ 

Speed limit      ✓ 

Safety equipment     ✓ ✓ 

Vehicle type ✓    ✓  

Driver status     ✓  

Part of the vehicle hit     ✓  

Lane guardrail ✓      

Nationality      × 

Note 1: a Abellán et al. (2013), b Kumar et al. (2015), c Kumaret et al. (2016), d Castro et al. (2016), e Zeng et al. (2016), f Alkheder et al. (2017). 

Note 2: “✓“ indicates the factors to be considered; “×“ indicates the factors not to be adopted.  
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2.4. Experimental Design and Evaluation Methods 

2.4.1. Experimental Design 

The original sample of traffic accidents was 174,665. After processing, 165,846 were left; the factors were filtered 

from 70 to 21. The modeling capabilities of IBM SPSS Modeler version 17.0 are used in this study, and the modeling 

classifiers in the software include various classifiers such as analogous neural networks, Bayesian networks, cardinality 

automatic interaction detection (CHAID), C5.0 decision trees, and support vector machines. Three experiments were 

conducted in this study. Experiment 1 explores the predictive capability of multiple classifiers and initially experiments 

with the best neural network (NN) and the next-best CHAID and C5.0 classifiers. Next, Experiment 2 uses the integrated 

boosting algorithm learning method and parameter optimization. Experiment 3 explores the combination of traffic 

accident factors. 

The result shows that Pearson's chi-squared test and MLPNN boosting used in Experiment 3 are the best analysis 

methods in this study. The analysis process is as follows: first, Pearson's chi-squared test is used to filter out the factors 

that affect the training model; then, the classifier is used to build the model. The model is trained by k-fold cross-

validation; 5-fold cross-validation is used to cut the training data into five equal data sets, and each experiment takes one 

as the test data set and the others as the training data sets. The model is trained for five rotations. Each sub-set is given 

an opportunity to test the task of the data set. After the rotation is completed, the evaluation value of the classifier is 

calculated [25]. 

2.4.2. Evaluation Method 

Studies exploring the factors that influence traffic accidents point out that traffic accidents have an impact on social 

costs [26]. The consumption of healthcare resources is also an issue that has been focused on [27]. Therefore, the number 

of injuries caused by traffic accidents is also considered a subject to be discussed in this study. 

The classifier evaluation is based on the Confusion Matrix. When the classifier predicts a dangerous accident 

(Positive), and it is actually a dangerous accident (True), this situation is called True Positive (TP); when it is predicted 

to be a high-risk accident (Negative), and it is actually a dangerous accident (True), this situation Called True Negative 

(TN); when the predicted dangerous accident (Positive) and the actual high-risk accident (False), this situation is called 

Flase Positive (FP); when the predicted high-risk accident (Negative) and the actual high-risk accident Incident (False), 

this condition is called Flase Negative (FN) (see Table 4). 

Table 4. Injuries’ confusion matrix 

 
Prediction results 

Injuries less than 1 person More than 2 people injured 

Actual 

Results 

Injuries less than 1 person TP FN 

More than 2 people injured FP TN 

The evaluation of the research model uses accuracy, precision, recall, F-measure, and area under curve (AUC). 

Accuracy refers to the proportion of traffic accidents that the classifier can correctly predict whether a traffic accident is 

a dangerous traffic accident (the number of injured is less than 1) or a high-risk traffic accident (the number of injured 

is more than 2) (see function 3). Precision refers to the proportion of samples correctly predicting dangerous accidents 

to the total number of samples classified as correct (see function 4). Recall refers to the proportion of samples correctly 

predicting dangerous accidents to be classified as Positive (see function 5). F-Measure refers to the weighted average of 

Precision and Recall. In general, precision is high and recall is low. Therefore, if the two values are better, refer to F-

Measure (see Function 6) [28, 29]. The AUC is used to evaluate classifiers and is one of the metrics to avoid classifier 

misclassification. The standard of AUC is 0.5, so a good classification model should be greater than 0.5. When the value 

is closer to 1, it means that the prediction of the model is more perfect [30]. 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (5) 

F − measure =
2 × Precision × Recall

Precision + Recal
 (6) 
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3. Results and Discussion 

This section presents the experimental results. In this study, three experiments are designed, Experiment 1 uses the 

appropriate classifier for comparison, Experiment 2 compares the classifier that is better analyzed in Experiment 1 for 

model optimization, and Experiment 3 analyzes the prediction of various combinations of traffic accident factors based 

on the best classifier in Experiment 2. Experiment 3 analyzes the prediction of various combinations of traffic accident 

factors based on the best classifier in Experiment 2 and finally discusses the results of Experiment 3. 

3.1. Comparison of Classifiers 

The experimental results are shown in Table 5. The selected classifiers achieved more than 74% predictive power for 

traffic accidents. The model performance of the classifiers was evaluated to be above 0.7. In the model training datasets 

of this study, the top three classifiers in terms of accuracy are SVM RBF, KNN, and C5.0, and it is most common for 

the model to have a high accuracy rate during training and a large difference between the actual test set and the dataset. 

Then, we evaluate the Precision, Recall, and F-measure indicators, which show that the difference between C5.0 and 

C5.0 is very high. We then evaluated the Precision, Recall, and F-measure indices, which showed that C5.0 and CHAID 

had the highest prediction accuracy. The ratio of target prediction distribution is (73:27), so we use the AUC index to 

verify the imbalance of the model on the data. Finally, NN-MLP was the best classification, with a prediction accuracy 

of 76.4% and the AUC of 0.779, indicating good predictability for traffic accidents [30]. Therefore, it is proved that the 

experimental results meet the evaluation criteria. 

Table 5. Comparison of Classifier Performance 

 Accuracy Precision Recall F-measure AUC 

KNN train 0.804 0.809 0.958 0.878 0.846 

KNN test 0.741 0.771 0.917 0.838 0.705 

C5.0 train 0.789 0.819 0.914 0.864 0.787 

C5.0 test 0.766 0.804 0.899 0.848 0.762 

SVM RBF train 0.991 0.993 0.995 0.994 0.999 

SVM RBF test 0.747 0.824 0.830 0.827 0.747 

Bayesian network train 0.771 0.811 0.896 0.851 0.791 

Bayesian network test 0.754 0.798 0.888 0.841 0.763 

CHAID train 0.767 0.804 0.903 0.850 0.785 

CHAID test 0.764 0.800 0.902 0.848 0.778 

MLPNN train 0.770 0.812 0.891 0.850 0.786 

MLPNN test 0.764 0.808 0.888 0.846 0.779 

3.2. Parametric Optimization Combined with Integrated Algorithms 

In the previous section, the parameters taken by the classifier are set to the default values in the software and do not 
optimize the classifier's performance. Therefore, in Experiment 2, the best classifier NN and the second-best classifier 

CHAID, C5.0, are adjusted using integrated learning and parameters. The integration method uses the Boosting 
algorithm, which adjusts the weights of the training sample based on the previous model. Each time the weights of the 
constructed model are adjusted, the classification error rate decreases, and the best classification accuracy rate is obtained 
by repeatedly constructing the model. The experimental results are shown in Table 6. NN-MLP boosting has a small 
improvement in the accuracy of the data prediction ability (+0.3%) and the classifier performance has also increased 
(+0.3%), but replacing NN with another learning method is worse than expected. This experiment shows that the boosting 

is effective in improving this study's prediction performance and that NN-MLP is the best classifier for traffic accident 
prediction compared to other methods in this study. 

Table 6. Ensemble learning and parameter adjustment 

 Accuracy Precision Recall F-measure AUC 

CHAID boosting train 0.774 0.810 0.902 0.854 0.788 

CHAID boosting test 0.760 0.800 0.895 0.845 0.779 

C5.0 boosting train 0.814 0.835 0.930 0.880 0.810 

C5.0 boosting test 0.767 0.805 0.897 0.849 0.773 

NN-RBF boosting train 0.732 0.732 1.000 0.845 0.698 

NN-RBF boosting test 0.730 0.730 1.000 0.844 0.693 

MLPNN boosting train 0.775 0.810 0.905 0.855 0.791 

MLPNN boosting test 0.767 0.804 0.900 0.849 0.782 
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3.3. NN-MLP Traffic Accident Factor Combination Analysis 

In the above section, Experiment 3 uses the NN-MLP boosting classifier to investigate the effect of different 

combinations of factors on the prediction. Many scholars have analyzed various combinations of factors that may 

influence traffic accidents. Abellán et al. [15] analyzed the factors affecting traffic accidents, including month, time, 

week, number of victims, weather, light, type of accident, sight distance, major factors of the accident, severity of the 

injury, road signs, vehicle type, and lane guardrail. The factors considered by these scholars are most similar to the data 

set items used in this study, so this study refers to and adopts their factors. In addition, a feature selection filter was used 

to select the data set factors, and the less influential factors (e.g., day, drinking status, distance to view) were removed. 

Finally, 18 factors were considered, including month, hour, day of the week, injury, weather, light, road type, speed 

limit, road type, road condition, diverging facilities, fast and slow lane interval, accident category and type, main cause, 

injury level, protection, equipment, vehicle crash site initial, and vehicle type. The results of Experiment 3 are shown in 

Table 7 [31]. The experimental evaluation shows that the NN-MLP boosting classifier analyzes the predictive 

performance of the four different factor combination data sets, and the factor data set with the feature selection method 

has the best predictive effect. 

Table 7. Traffic accident factor combinatorial analysis 

 Accuracy Precision Recall F-measure AUC 

Full Column of Literature Train 0.775 0.810 0.905 0.855 0.791 

Full Column of Literature Test 0.767 0.804 0.900 0.849 0.782 

Abellán et al. [15] Train 0.767 0.802 0.906 0.850 0.784 

Abellán et al. [15] Test 0.762 0.797 0.905 0.848 0.778 

Feature Selection Train 0.779 0.815 0.903 0.857 0.797 

Feature Selection Test 0.770 0.808 0.898 0.850 0.787 

Full Column Train 0.752 0.785 0.910 0.843 0.771 

Full Column Test 0.755 0.789 0.911 0.845 0.764 

3.4. Traffic Accident Factors to Explore 

With the progress of the times, the city is booming, and the pace of the people is becoming faster. Taiwanese consider 

convenience and speed, and the majority of commuters in Taiwan choose private transportation. The number of vehicles 

is increasing every year, which also raises the chance of traffic accidents. Most traffic accidents can be prevented in 

advance. However, the main factors that cause traffic accidents are unpredictable. Traffic accidents are caused by a 

variety of factors. If high-risk traffic accidents can be predicted, the government can prevent accidents and promote 

traffic safety in advance. Scholars have suggested factors that may lead to traffic accidents in the past, but they have 

considered different factors and their results have varied. At present, there is no unified definition of relevant indicators 

of traffic accidents that can provide transportation agencies for policy development and advocacy. However, traffic 

accidents increase social costs, so it is important to find out the factors that affect traffic accidents. 

Taiwan has been promoting the disclosure of government information since 2011. There are many traffic-related 

datasets accumulated. Hence, this study obtains traffic accident datasets from the government open data platform, applies 

data mining to analyze these datasets, and constructs a high-risk traffic accident prediction model. It is hoped that the 

results of this study can provide a reference for government-related units to conduct safety promotion and reduce the 

occurrence of traffic accidents. 

After the literature review, the factors that may cause traffic accidents were compiled and then compared with the 

data provided by the government platform, and finally, 21 factors were concluded to construct a high-risk traffic accident 

prediction model. Next, this study uses various data classifiers to construct the model. The preliminary experimental 

results show that the CHAID Tree, C5.0 Tree, and NN classifier have the best prediction results, so these three classifiers 

are used for Boosting integrated learning and parameter tuning to improve the model accuracy. The results of experiment 

2 show that the classifier has at least 73% accuracy and an AUC of at least 0.693. Among them, the classifier with the 

best predictability is NN-MLP boosting, with 76.7% accuracy and 0.782 AUC. This means that the predictability of the 

traffic accident model is good. Experiment 3 investigates the combination of traffic accident factors. The results of this 

experiment use feature selection to screen factors, which is the best predictive method, with 77.0% accuracy and 0.787 

AUC. 

From the experimental results of the best model, the first approach to NN-MLP boosting (FS NN-MLP boosting), it 

was observed that the most important factors influencing the number of injuries in a traffic accident were the part of the 

vehicle initially hit, the vehicle type, the time, the degree of injury, the accident category and type, and the major cause. 

Observing the experimental results, the best model is FS NN-MLP boosting, and the results show that the factors 

affecting the number of traffic accident injuries include the initial impact of the vehicle, the vehicle type, the time, the 

degree of injury, the type and type of accident, and the main cause. 
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The results of the important factors affecting the accidents are explained as follows. For original heavy-duty 

motorcycles, the main cause of the accident is the failure to pay attention to the state of the front of the vehicle (23), 

which caused the most injuries, followed by the inability to clarify the factors (43), and the third is the failure to give 

way to the vehicle (6). In the case of personal-use sedans, the main cause of the accident is the failure to let the car in 

accordance with the regulations (6) lead to the largest number of injuries, followed by the failure to let the car in 

accordance with the regulations (6), and the third is the inability to clarify the factors (43). Observing the factor of the 

degree of injury, the party involved in the original heavy-duty motorcycle accident is bound to be injured (degree of 

injury, 2). In addition, the number of injuries caused by original heavy-duty motorcycle accidents is more than twice that 

of personal-use sedans. 

The results of this study have made some contributions to predicting the occurrence of traffic accidents in Taiwan. 

The study's results can be compared to a previous study conducted by Ardakani et al. [32]. The study conducted by 

Ardakani et al. [32] proposed a predictive model based on different road accident data, including the intensity of the 

accident, the number of cars, and accidents. Hence, this research used a pre-processing framework to eradicate the 

meaningless data. Ardakani et al.’s [32] study used multinomial logistic regression, random forest, naïve Bayes and 

decision trees as the classification methodologies. According to the findings of the data-driven study by Ardakani et al. 

[32], three algorithms produced the results with an accuracy of 60 to 80 percent. The casualties and intensity of accidents 

were higher than 80 percent; the number of cars was less than 64 percent. Furthermore, according to the records of the 

study conducted by Ardakani et al. [32], the minor accidents ratio was more than 90 percent.  

In addition, a previous study conducted by Ding et al. [33] proposed that the intensity and number of bus road 

accidents increase yearly. Ding et al.’s [33] study employed data from the public transportation company of Chongqing 

Liangjiang; the data was related to road accidents, service and driver safety traffic mistakes from January 2022 to June 

2022. Ding et al.’s [33] study used SVM, XGBoost, BP neural network, extra trees and gradient boosting tree as the 

prediction framework to investigate traffic safety violations. Furthermore, twenty-seven-point nine percent of traffic 

accidents were impacted by safety violations, whereas vehicle safety operations accounted for twenty percent of traffic 

accidents. Finally, vehicle service violations accounted for sixteen-point five percent of traffic accidents.  

Additionally, according to another recent study by Shunshun et al. [34], urbanization has become one of the major 

causes of traffic accidents and urban safety. Hence, Shunshun et al.’s [34] study used the traffic accident prediction 

model from the research published in English journals and provided a detailed literature on the traffic accident prediction 

methodologies. In addition, Shunshun et al.’s [34] study further provides in-depth descriptions related to conventional 

statistical methods, neural networks, machine learning, data mining, and time series analysis. The methodologies are 

efficient for analyzing the road accident factors, prevention factors to ensure urban safety, building and enhancing 

prediction models. Finally, the limitations and future research opportunities for the development of traffic prediction 

models were discussed.  

Moreover, according to a similar study conducted by Almanie et al. [35], road accidents are deemed a serious issue 

and are considered to be an intense issue impacting social well-being. Hence, a reduction in road accidents can be an 

essential demand to ensure public safety. Almanie et al.’s [35] study employed two data mining models built on naïve 

bayes and decision trees. The data was classified based on the road's features, the accident's timing, and the weather 

conditions. The accident data was collected from 2016 to 2021 in Virginia. Almanie et al.’s [35] study also used 

ANOVA, paired observations, and visual tests as three quantitative analyses. Finally, Almanie et al.’s [35] study implied 

that decision trees were found to be the most accurate based on the experimental results. 

Finally, another parallel study conducted by Khabiri et al. [36] followed a somewhat similar approach. Khabiri et 

al.’s [36] study contained huge amounts of data to process. Hence, their study used data mining approaches like decision 

trees to gain information on ensuring road safety and the factors necessary to avoid traffic accidents. The main purpose 

of Khabiri et al.’s [36] study was to employ this tool to control and reduce traffic issues with the aid of data mining. 

According to the results of Khabiri et al.’s [36] study, there was an increase in traffic assistance by 41. Furthermore, 

there was no significant difference in traffic accidents. Hence, the smart relay station strategies are grouped with the 

smart transportation system. The smart transportation tool contains supervision, implementation, and service tools, 

including traffic improvement and assistance. 

4. Implications of the Study 

First, this research designs a process for analyzing traffic accident data and constructs a prediction model for high-

risk accidents. The results should be able to provide relevant government agencies to assess the key factors of traffic 

accidents, conduct safety advocacy for high-risk traffic factors, strengthen the importance of people's driving safety, and 

reduce the social costs caused by traffic incidents. 

Second, the experimental results show that the problem of traffic accidents can be effectively analyzed. This research 

process uses data downloaded from the government open data platform and applies data mining methods to construct a 

predictive traffic accident model. In the process, this research overcomes various difficulties in data collection and 
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building a data platform. Then, through experiments, it was found that the predictability of SVM was much higher than 

that of other classifiers. In addition, considering that the classifier may be overtrained, the cross-validation method is 

introduced to confirm that the prediction result of SVM is indeed overfitting, and it is also found that the NN classifier 

is the algorithm with the highest stability and the best predictability. 

Third, this study compiles the factors discussed in previous studies, collects a dataset of traffic accidents in Taiwan 

from the government open data platform, and then uses feature selection to extract the important factors that cause traffic 

accidents and build a training dataset. From 70 factors, 17 factors that have a significant impact on the occurrence of 

high-risk accidents were selected, including month, hour, week, weather, light, road category, speed limit, road type, 

road condition, diverging facilities, fast and slow lane interval, accident category and type, primary cause, injury level, 

protective equipment, initial vehicle impact area, and vehicle type. Applying the feature selection method to establish 

the important factor combination data set has significantly improved the predictability, analysis time, and efficiency of 

the factors compared to without using this method. In addition, this study combined the factors discussed in the literature 

with the factors in the Taiwan traffic accident data set. There are 13 factors that appear most frequently in these two 

sources. Therefore, this study established a literature factor combination dataset, and the results showed that the 

predictability of this factor combination dataset was poor. 

Finally, this study analyzes the main influences that cause traffic accidents. The best predictive model, FS NN-MLP 

boosting, was used to explore the factors with the experimental results. The factors used for NN modeling include the 

initial impact site of the vehicle, vehicle type, time, injury level, accident type, and the main cause, and these six factors 

are illustrated graphically. Among the factors of accident type, side-impact and vehicle-to-vehicle accidents have been 

the most frequent types of traffic accidents over the years. The most frequent time periods for accidents were 7-8 a.m. 

and 17–18 p.m. From the perspective of vehicle types, major accidents, and injuries, drivers of original heavy-duty 

motorcycles fail to pay attention to the conditions in front of the vehicle, resulting in injuries that are more than twice 

those of personal-use sedans. 

5. Conclusion 

This research employed the government’s open traffic accident data of Taoyuan City from 2012 to 2017. This study 

used cross-validation to evaluate the model during the training process, and the multilayer perceptron neural network 

(MLPNN) classifier was employed to test the accuracy and performance of the model. Furthermore, a boosting ensemble 

learning approach and a combination of traffic accident factors enhanced the experiment's performance. This research 

designed a process for analyzing traffic accident data and constructed a prediction model for high-risk accidents. The 

experimental results showed that the problem of traffic accidents can be effectively analyzed. The research process used 

data downloaded from the government open data platform and applied data mining methods to construct a predictive 

traffic accident model. The study compiled the factors discussed in previous studies and collected a dataset of traffic 

accidents in Taiwan from the government open data platform, and then used feature selection to extract the important 

factors that caused traffic accidents and built a training dataset. This study also analyzed the main influences that cause 

traffic accidents. This study indicated that the degree of injury, the part of the vehicle hit, the type of accident, the leading 

cause, the type of vehicle, and the period of the accident were the main factors causing dangerous traffic accidents. 

5.1. Research Limitations and Future Research Directions  

The main research limitation of this study is that the data analysis was performed using commercial software. As a 

result, the model design and data presentation are relatively limited, which makes it difficult to adjust the details of the 

model computation process in terms of details or parameters. For future research, it is recommended to try to test the 

disease analysis model with more flexible algorithms. Hence, it will enable future researchers to offer different insights 

and present the data visually with the help of a diverse set of graphs and charts.  
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